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Figure 3. Face- and edge-on views of the largest galaxy in our fiducial simulation
A. Blue translucent color represents volume rendering of atomic hydrogen
density, while orange color shows the location of the molecular gas (as the
isosurface of fH2 = 0.5 value). This figure is best viewed in color.

Figure 4. Temperature plotted against the total gas number volume density for
all maximum refinement level (level 9) cells at z = 4, for simulation A.

A visual representation of our fiducial simulation A is shown
in Figure 3. The molecular gas traces spiral arms well, which
are less pronounced in the atomic gas. The molecular disk is
both smaller and thinner than the atomic disk. However, since
our spatial resolution is only 50, we do not resolve individual
molecular clouds. Instead, the orange colored surface in the
image shows the boundary of the mostly molecular (fH2 > 0.5)
gas.

3.1. Gas Phases and Atomic-to-Molecular Transition in the
ISM of Model Galaxies

Figure 4 shows the temperature in degrees Kelvin plotted
against the total volume number density of neutral hydrogen
for our fiducial simulation (A). Points in this and subsequent
plots in this subsection show cells at the highest resolution level
(level 9; the physical size of 52 pc at z = 4), which cover

the large fraction of the disks of galaxies forming in the high-
resolution Lagrangian region of the simulation. This plot clearly
shows a well developed multiphase structure of the ISM in these
disks. In particular, three different gas phases are evident: (1)
the hot, ionized, low-density gas in the upper left part of the
diagram; (2) the warm neutral medium around T ∼ 104 K
and nH ∼ 0.1–10 cm−3; and (3) the cold neutral medium with
T ∼ 10–100 K at nH > 100 cm−3. The transition from the
warm neutral to cold neutral phase occurs over a narrow range
of gas densities around a few tens cm−3, in good agreement
with the models of the MW ISM (which has similar metallicity
to our model) of Wolfire et al. (2003).

Although not apparent in Figure 4, the cold neutral medium
undergoes a transition from atomic to fully molecular phase
at the gas density of nH ≈ 100 cm−3. Figure 5 shows the
molecular fraction, fH2 = 2nH2/(nH I + 2nH2 ), as a function
of the total neutral hydrogen volume number density. The three
panels correspond to simulations with decreasing metallicity
(left panel: simulation A, Z = Z$; middle panel: simulation
B1, Z = 0.3 Z$; right panel: simulation B2, Z = 0.1 Z$).
A sharp transition from fully atomic to fully molecular gas
occurs at high gas densities, with the characteristic density of
the transition increasing with decreasing metallicity. The gas
density at which the molecular fraction is 50% scales with
metallicity approximately as

nt % 30
(

Z

Z$

)−1

cm−3. (7)

This trend is not surprising, as the atomic-to-molecular tran-
sition is facilitated by the dust opacity: when dust opacity is suf-
ficiently high to shield the gas from UV radiation, the transition
to molecular medium can occur (self-shielding only becomes
dominant at higher molecular fractions). As the metallicity in-
creases, the amount of dust available to shield the gas from UV
also increases, and the atomic-to-molecular transition can occur
at lower densities.

To compare these results with observational measurements
in Figure 6 we plot the molecular fraction against the total
neutral hydrogen column density, using a logarithmic vertical
scale, for simulations A, B1, B2. We overplot the Far Ultraviolet
Spectroscopic Explorer (FUSE) measurements of the molecular
fraction in the MW halo and disk (left panel), in the Large
Magellanic Cloud (LMC; middle panel), and in the Small
Magellanic Cloud (SMC; right panel) compiled by Browning
et al. (2003) and Gillmon et al. (2006). In the left panel, we
also plot data for the MW from Wolfire et al. (2008), and
on the right panel, we show the data for SMC from Leroy
et al. (2007). The metallicities of the ISM in these galaxies
approximately correspond to the metallicities adopted in the
models against which we compare them. In all cases, the column
density at which the molecular fractions begin to increase
rapidly and the sharpness of the transition are well reproduced
in our simulations. For the solar metallicity case, this transition
corresponds to the maximum surface density of atomic hydrogen
of about 10 M$ pc−2, in concordance with the measurements of
molecular and atomic gas surface densities in nearby galaxies
(Wong & Blitz 2002; Blitz & Rosolowsky 2006; Bigiel et al.
2008). The observed trend of the atomic-to-molecular transition
column density to decrease with increasing metallicity is also
quantitatively reproduced in our calculations.

Figure 6 does not illustrate the relationship between the
atomic and molecular gas inside mostly molecular gas, when
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ρ̇∗ =
�

τ
ρgasAnsatz: 

“Schmidt law”

How to make stars (in simulations)?

fuelSF efficiency

empirical “Kennicutt-Schmidt” relation

Motivation:

gas surface density        ΣgasSFR surface density        Σ̇∗&

Σ̇∗ ∝ Σn
gas n ∼ 1.4
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observed SF threshold and KS law for the case of simulations of

isolated galaxies.

In the next section, we will derive the relation between the KS

and Schmidt laws analytically. We will show that the success of

the simulations depends on parameters that are generally ignored,

such as the effective equation of state of the multiphase gas and

the gas fraction. In Section 3, we will provide a recipe to repro-

duce arbitrary KS laws for arbitrary equations of state and gas frac-

tions. Contrary to other prescriptions, the parameters of our module

cannot be tuned because their values are derived analytically from

the observed surface density threshold and KS law. In Section 4,

we will then use high-resolution hydrodynamical simulations to

show that our recipe works extremely well. Despite the absence of

tunable parameters, our prescription is able to reproduce observed

SF laws with much higher precision than has been possible in the

past.

2 R E L AT I N G S U R FAC E D E N S I T Y, VO L U M E

D E N S I T Y, A N D P R E S S U R E L AW S

The KS law involves surface densities, whereas the Schmidt law

deals with volume densities. Prescriptions for SF in 3D simulations

of galaxy formation cannot be expressed in terms of surface den-

sities, but do aim to match the observed KS law. Although related,

there are important differences between volume and surface density

laws. In the literature, it is often assumed that the exponents of the

corresponding KS and Schmidt power laws are the same, but, as we

will see, this is generally not true.

The KS law describes the SFR when averaged over scales that

are large compared with individual star clusters. In our study of

its relation with the Schmidt law, we will therefore assume that

the volume densities, as well as the pressure, are averaged over

similar scales. This is precisely what is relevant for simulations

of galaxy formation which currently lack both the resolution and

the physical ingredients that are necessary to model the multiphase

ISM.

2.1 Thresholds

Volume and surface densities can be related as follows (Schaye

2001a, S04). If self-gravity is important, the density will typically

fluctuate on the local Jeans scale. For the case of self-gravitating

discs, this implies that the scaleheight will be of the order the local

Jeans scale. Hence, the gas column density is of the order of the

‘Jeans column density’:

!g ∼ !g,J ≡ ρg L J, (6)

=

(

γ k

µG X

)1/2

( f nHT )1/2, (7)

=

(

γ

G

)1/2

( fg Ptot)
1/2, (8)

where γ is the ratio of specific heats, X the hydrogen mass fraction,

f ≡ f g/f th, with fg the mass fraction in gas (within a scaleheight of

the gas) and fth the fraction of the mid-plane pressure that is thermal,

and Ptot is the total mid-plane pressure (i.e. including both thermal

and non-thermal components). Putting in numbers yields

!g ≈ 29 M$ pc−2 f 1/2

(

T

104 K

)1/2 (

nH

1 cm−3

)1/2

, (9)

≈ 28 M$ pc−2 f 1/2
g

(

Ptot/k

104 cm−3 K

)1/2

, (10)

where we assumed γ = 5/3, µ = 1.23 and X = 0.752.

If the gas is far from local hydrostatic equilibrium, then the scale-

height differs substantially from the Jeans length. Far out of equi-

librium means in this case that either tdyn & tsc or tdyn ' tsc, where

tsc ≡ H/cs is the local sound crossing time, with H the scaleheight

and cs,eff = (γ Ptot/ρg)1/2 the effective sound speed. If left undis-

turbed, the gas will return to local equilibrium on the time-scale

min (tdyn, tsc), which is very short for the densities of interest here

[tdyn ∼ 1/
√

Gρ ≈ 8×107 yr f 1/2
g (nH/1 cm−3)−1/2]. Note that if the

entire disc were far from hydrostatic equilibrium, then the scale-

height would fluctuate strongly everywhere, contrary to what is ob-

served.

Following S04, equations (7) and (8) can be used to convert the

observed surface density threshold for SF into a threshold volume

density or a threshold pressure. Assuming that f ∼ f g ∼ 1 and

T ∼ 104 K at the threshold for SF, and using his prediction for

the surface density threshold, !c ∼ 3–10 M$ pc−2, we obtain nH,c

∼ 10−2–10−1 cm−3 or Ptot,c/k ∼ 102–103 cm−3 K. This agrees well

with the recipes used in numerical simulations, which typically set

nH,c ∼ 10−1 cm−3, although some studies of individual galaxies have

used much higher values (e.g. nH,c = 50 cm−3 for Kravtsov 2003

and 103 cm−3 for Li et al. 2005).

2.2 KS laws

Using equation (8) we can write the gas-consumption time-scale (3)

as

tg = A−1
(

1 M$ pc−2
)n

(

γ

G
fg Ptot

)(1−n)/2

. (11)

Hence, we can write the Schmidt law as

ρ̇∗ ≡
ρg

tg

= A
(

1 M$ pc−2
)−n

(

γ

G
fg Ptot

)(n−1)/2

ρg. (12)

We could write this expression somewhat differently by making use

of the ideal gas law, eliminating either ρg or Ptot, but at the cost of

introducing an explicit dependence on T. However, the Schmidt law

can be further simplified if we assume that the effective equation of

state of the multiphase ISM, when averaged over large scales, is

polytropic:

Ptot = Ptot,c

(

ρg

ρg,c

)γeff

, (13)

where γ eff is the polytropic index, not to be confused with the ratio of

specific heats γ . This assumption allows us to eliminate one variable

and we can write

ρ̇∗ = A
(

1 M$ pc−2
)−n

×
(

γ

G
fg Pc

)(n−1)/2
ρg,c

(

ρg

ρg,c

)

(n−1)γeff
2

+1

. (14)

We can see from equation (14) that the power-law index of the

Schmidt law is in general not the same as the power-law index of

the corresponding KS law. For a polytropic equation of state, we

have

nS =
(n − 1)γeff

2
+ 1 (15)

or, equivalently,

n =
2(nS − 1)

γeff

+ 1. (16)

C© 2007 The Authors. Journal compilation C© 2007 RAS, MNRAS 383, 1210–1222

e.g.,
� constant
τ free-fall time ~ ρ−0.5

gas

plus additional star formation “criteria”

�/τ

1

2 constant ~  1 Gyr-1

3 pressure based efficiency

Different models - Different fuel efficiencies CENSORED
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Stars form from molecular gas
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http://www.mpia.de/~leroy/Site/Talks.html

proxy of 

(obscured) SF

from

SINGS
(Kennicutt+ 03)

http://www.mpia.de/~leroy/Site/Talks.html
http://www.mpia.de/~leroy/Site/Talks.html
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http://www.mpia.de/~leroy/Site/Talks.html

proxy of H2

from

HERACLES
(Leroy+ 08)

http://www.mpia.de/~leroy/Site/Talks.html
http://www.mpia.de/~leroy/Site/Talks.html
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http://www.mpia.de/~leroy/Site/Talks.html

HI

from

THINGS
(Walter+ 08)

http://www.mpia.de/~leroy/Site/Talks.html
http://www.mpia.de/~leroy/Site/Talks.html
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In simulations we should form stars based on H2

ρH2 = fH2ρgas

ρ̇∗ =
�

τ
fH2ρgas

Need to estimate fH2

Schmidt law
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Primer - H2 chemistry

• catalyzed by dust grains

• gas phase channel exists, but unimportant
except in metal/dust free gas (Pop III)

• is slow: e.g., ~ Myr (at solar Z, depends on nH)

H2 formation

H2 destruction
• photo-dissociated by UV radiation in the 

Lyman-Werner bands ~ 912 - 1100  Angstrom 

• is fast ~ 1000 yr (at MW UV field)

in steady state:

Atomic-To-MolecularAtomic-To-Molecular
Transition 101Transition 101

In the absence of absorption (i.e. shielding),
the abundance of molecular hydrogen is
determined by a balance between destruction
and formation:

D
LW

HID
H2

nfRf
!

=

DHIDHLW 2
nnRn =!

fH2 = 1.8× 10−5

� n

30 cm−3

� �
RD

3× 10−17cm3 s−1

� �
5× 10−11s−1

ΓLW

�
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Primer - H2 chemistry
Atomic-To-MolecularAtomic-To-Molecular

Transition 101Transition 101

2H
f

2HHI 2NN +

1 No shielding

HI dominated H2 dominatedobservations:

need shielding of UV
• H2 self-shielding

• dust shielding

without shielding of UV radiation only trace amounts of H2 in the ISM
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Atomic-To-MolecularAtomic-To-Molecular
Transition 101Transition 101

2H
f

2HHI 2NN +

1 Self-shielding is very gradual
By itself it can not do the job

HI dominated H2 dominatedobservations:

Primer - H2 chemistry
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Atomic-To-MolecularAtomic-To-Molecular
Transition 101Transition 101

2H
f

2HHI 2NN +

1 Dust shielding 
is exponential:

DD
H2

Nef !"

HI dominated H2 dominatedobservations:

Primer - H2 chemistry
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Atomic-To-MolecularAtomic-To-Molecular
Transition 101Transition 101

2H
f

2HHI 2NN +

1 Self-shielding
picks up after
dust when

3
H 10
2

!"f

HI dominated H2 dominatedobservations:

Primer - H2 chemistry
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ART*
*Adaptive Refinement Tree (Kravtsov+ 97,02)

Refresher:Refresher:
Adaptive Mesh RefinementAdaptive Mesh Refinement

! Selective refinement of
individual cells or groups of
cells of a regular uniform grid
allows to concentrate
computational resources
where they are needed most.

! Extreme examples achieve
~40 successive levels of
refinement.

•N-body + AMR hydro code

AMR: 
• whole space part of a mesh
• selective refinement of the mesh in regions 

of “interest”, e.g., regions of high density

• non-equilibrium cooling & ionization
• non LTE chemical network
• radiative transfer in the LW bands 

(OTVET)
• subgrid modeling of SF based on H2

ρ̇∗ =
�

τ
fH2ρgas
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The chemistry in ART

The Astrophysical Journal, 728:88 (20pp), 2011 February 20 Gnedin & Kravtsov

APPENDIX

H2 FORMATION MODEL

In this appendix, we present a complete description of the chemical reaction network of hydrogen and helium, as well as our
phenomenological model for the formation of molecular hydrogen. This model differs non-trivially from and supersedes the previous
version of this model described in Gnedin et al. (2009).

We follow in detail the eight species of hydrogen and helium: H i, H ii, He i, He ii, He iii, H2, H−, and H+
2. It is not, however,

necessary to follow electrons separately, since, in all physical regimes of interest, abundances of H+
2 and H− are extremely small, so

ne ≈ nH ii + nHe ii + 2nHe iii.

Note that this equation does not include any negative terms and thus ne will always be calculated with the relative error similar to
the relative errors of nH ii, nHe ii, and nHe iii, but not larger.

We follow all other species self-consistently and separately by solving the corresponding ordinary differential equations to avoid
potentially unbounded increase of relative error in subtracting abundance of one specie from another (sometimes called “loss of
precision”). For example, if the abundance of He iii would be calculated by subtracting the abundance of He i and He ii from the
constant total abundance of He, the relative error of He iii can be arbitrarily large when the fraction of He iii is small.

We explicitly assume that all species are advected with the same peculiar gas velocity #v. In this case, the equations for the evolution
of their number densities can be concisely represented as

∂nj

∂t
+ 3Hnj +

1
a

divx(nj #v) = İj + Ṁj + Ḋj , (A1)

where j = H i, H ii, He i, He ii, He iii, H2, H−, and H+
2, the divergence is taken in comoving space #x, and three terms on the

right-hand side include reactions due to ionization balance, molecular chemistry, and dust chemistry, respectively. This subdivision
of the reactions into three sets is primarily for the sake of convenience and because we use different sources for different reaction
rates. This separation is, of course, artificial—all the reactions take place together in a fluid element.

The OTVET RT solver produces the radiation field at each computational cell that is used to calculate the rates for reactions
between chemical species and radiation (including photoionization). We generically label these rates as ΓRT with various indices.
Since the self-shielding of molecular hydrogen and shielding by dust are not included in the OTVET solver, but are the ingredients of
our empirical model, they are encapsulated into two factors, SH2 and SD, with which we multiply the appropriate rates. These factors
are described below.

A.1. Ionization Balance

Ionization balance terms include standard processes of photoionization, collisional ionization, and radiative recombination, and
therefore only involve j = H i, H ii, He i, He ii, and He iii. We label all terms that include at least one of H2, H−, and H+

2 as “molecular
chemistry,” and describe them all in the following subsection.






İH i = −nH iΓH i − CH inenH i + RH iinenH ii,
İH ii = −İH i = −RH iinenH ii + nH iΓH i + CH inenH i,
İHe i = −nHe iΓHe i − CHe inenHe i + (DHe ii + RHe ii)nenHe ii,
İHe ii = −nHe iiΓHe ii − (DHe ii + RHe ii)nenHe ii − CHe iinenHe ii + nHe iΓHe i + CHe inenHe i + RHe iiinenHe iii,
İHe iii = −RHe iiinenHe iii + nHe iiΓHe ii + CHe iinenHe ii,
İH2 = İH− = İH+

2
= 0.

(A2)

Here Cj are collisional ionization rates, Rj are radiative recombination rates, and Dj are dielectronic recombination rates. For these rates,
we use highly accurate fitting formulae from Hui & Gnedin (1997). The recombination coefficients are computed self-consistently as
a combination of case A and case B recombination, depending on the gas opacity.

The photoionization rates are derived from those returned by the RT solver and include the shielding by dust as






ΓH i = SDΓRT
H i [H i + γ → H ii],

ΓHe i = SDΓRT
He i [He i + γ → He ii],

ΓHe ii = SDΓRT
He ii [He ii + γ → He iii].

(A3)

In particular, we use the same factor to account for dust shielding in all three photoionization rates. Obviously, this is not exact, as the
dust cross section is a function of wavelength. However, since the effect of helium on molecular chemistry inside molecular clouds
is thought to be small, helium ionization inside molecular clouds is sufficient to be treated rather approximately.
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A.2. Molecular Chemistry

Molecular chemistry terms include a large set of reactions between H2, H+
2, and H− and atomic species. The full set of equations

we call “the full eight-species model”:





ṀH i = ΓAnH− + ΓBnH+
2

+ 2ΓEnH2 + 2ΓLWnH2 − k1nenH i − k2nH−nH i − k3nH iinH i − k4nH+
2
nH i

− k26nHe iinH i − 2k30n
3
H i − 2k31n

2
H inH2 − 2k32n

2
H inHe i + 2k5nH iinH− + 2k6nenH+

2
+ k7nH2nH ii

+ 2k8nenH2 + 2k9nH inH2 + 2k10nH2nH2 + 2k11nHe inH2 + k14nenH− + k15nH inH− + k21nH+
2
nH−

+ 3k22nH−nH+
2

+ k23nenH2 + k24nHe iinH2 + k27nHe inH ii + k28nHe iinH− + k29nHe inH− ,

ṀH ii = ΓBnH+
2

+ 2ΓCnH+
2
− k3nH inH ii − k5nH−nH ii − k7nH2nH ii − k16nH−nH ii − k27nHe inH ii + k4nH+

2
nH i

+ k24nHe iinH2 + k26nH inHe ii,
ṀHe i = −k27nH iinHe i − k29nH−nHe i + k24nHe iinH2 + k25nHe iinH2 + k26nHe iinH i + k28nHe iinH− ,
ṀHe ii = −k24nH2nHe ii − k25nH2nHe ii − k26nH inHe ii − k28nH−nHe ii + k27nH iinHe i + k29nH−nHe i,
ṀHe iii = 0,
ṀH2 = −ΓDnH2 − ΓEnH2 − ΓLWnH2 − k7nH2nH ii − k8nenH2 − k9nH inH2 − k10nH2nH2 − k11nHe inH2

− k23nenH2 − k24nHe iinH2 − k25nHe iinH2 + k2nH−nH i + k4nH+
2
nH i + k21nH+

2
nH− + k30n

3
H i

+ k31n
2
H inH2 + k32n

2
H inHe i,

ṀH+
2

= −ΓBnH+
2
− ΓCnH+

2
+ ΓDnH2 − k4nH inH+

2
− k6nenH+

2
− k21nH−nH+

2
− k22nH−nH+

2
+ k3nH inH ii

+ k7nH2nH ii + k16nH iinH− + k25nH2nHe ii,
ṀH− = −ΓAnH− − k2nH inH− − k5nH iinH− − k14nenH− − k15nH inH− − k16nH iinH− − k21nH+

2
nH−−

− k22nH+
2
nH− − k28nHe iinH− − k29nHe inH− + k1nenH i + k23nenH2 ,

(A4)

where 




ΓA = SDΓRT
A [H− + γ → H i + e],

ΓB = SDΓRT
B [H+

2 + γ → H i + H ii],
ΓC = SDΓRT

C [H+
2 + γ → 2H ii + e],

ΓD = SDSH2 ΓRT
D [H2 + γ → H+

2 + e],
ΓE = SDSH2 ΓRT

E [H2 + γ → 2H i (hν > 13.6 eV)],
ΓLW = SDSH2 ΓRT

LW [H2 + γ → 2H i (Lyman–Werner band)].

(A5)

The rate coefficients k1–k32 are taken from Glover & Abel (2008); we do not list here all these reactions for brevity. Cross sections
for photorates A–D are given by Shapiro & Kang (1987), while the cross section for the reaction E is given by Abel et al. (1997), for
both ortho- and para-H2. The RT in the Lyman–Werner bands ΓRT

LW is treated fully self-consistently with 20,000 frequency bins, as
described in Ricotti et al. (2002).

Analogously to the previous section, we use the same SH2 factor to account for H2 self-shielding for reactions D, E, and LW. This
is a crude approximation, but a more accurate treatment would introduce additional parameters that cannot yet be calibrated with the
existing limited observational measurements.

Equations (A4) can be substantially simplified if we note that in all physical regimes relevant to cosmology the abundances of H+
2

and H− are always extremely small, so that they can always be assumed to be in the kinetic equilibrium, ṀH+
2
≈ ṀH− ≈ 0 (T. Abel

2006, private communication). With this assumption and neglecting reactions involving k21 and k22, because their rates are ∝ nH−nH+
2

where both nH− and nH+
2

are small, expressions for the equilibrium abundances of H+
2 and H− can be derived in a closed form, resulting

in the following “six-species model”:





nH− =
k1nenH i + k23nenH2

ΓA + k2nH i + k5nH ii + k14ne + k15nH i + k16nH ii + k28nHe ii + k29nHe i
,

nH+
2

=
ΓDnH2 + k3nH inH ii + k7nH2nH ii + k16nH iinH− + k25nH2nHe ii

ΓB + ΓC + k4nH i + k6ne

,

ṀH i = ΓAnH− + ΓBnH+
2

+ 2ΓEnH2 + 2ΓLWnH2 − k1nenH i − k2nH−nH i − k3nH iinH i − k4nH+
2
nH i

− k26nHe iinH i − 2k30n
3
H i − 2k31n

2
H inH2 − 2k32n

2
H inHe i + 2k5nH iinH− + 2k6nenH+

2
+ k7nH2nH ii

+ 2k8nenH2 + 2k9nH inH2 + 2k10nH2nH2 + 2k11nHe inH2 + k14nenH− + k15nH inH−

+ k23nenH2 + k24nHe iinH2 + k27nHe inH ii + k28nHe iinH− + k29nHe inH− ,
ṀH ii = ΓBnH+

2
+ 2ΓCnH+

2
− k3nH inH ii − k5nH−nH ii − k7nH2nH ii − k16nH−nH ii − k27nHe inH ii + k4nH+

2
nH i

+ k24nHe iinH2 + k26nH inHe ii,
ṀHe i = −k27nH iinHe i − k29nH−nHe i + k24nHe iinH2 + k25nHe iinH2 + k26nHe iinH i + k28nHe iinH− ,
ṀHe ii = −k24nH2nHe ii − k25nH2nHe ii − k26nH inHe ii − k28nH−nHe ii + k27nH iinHe i + k29nH−nHe i,
ṀHe iii = 0,
ṀH2 = −ΓDnH2 − ΓEnH2 − ΓLWnH2 − k7nH2nH ii − k8nenH2 − k9nH inH2 − k10nH2nH2 − k11nHe inH2

− k23nenH2 − k24nHe iinH2 − k25nHe iinH2 + k2nH−nH i + k4nH+
2
nH i + k30n

3
H i + k31n

2
H inH2 + k32n

2
H inHe i.

(A6)
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Finally, under normal ISM conditions the ionization balance of hydrogen and helium is controlled by the radiative recombination,
photoionization, and ionization by cosmic rays. In this limit, we can ignore all gas-phase molecular chemistry reactions,

Ṁj ≈ 0.

We dub this approximation the “minimal model.” The minimal model is often (justifiably) used in studies of local ISM (cf. Krumholz
& McKee 2005; Pelupessy et al. 2006; Krumholz & Tan 2007; Glover & Mac Low 2007a, 2007b), but is also occasionally applied
to high-redshift or low-metallicity systems (Krumholz et al. 2009a; Pelupessy & Papadopoulos 2009). We find, however, that the
minimal model produces results that are reasonably close to the full model for DMW ! 0.01 (for any FUV flux), but becomes
progressively less accurate for lower dust-to-gas ratios, mispredicting the atomic-to-molecular transition as a function of density by
a factor of two for DMW ∼ 0.01.

In order to maintain high accuracy for the full sampled range of DMW and UMW, all simulations presented in this paper were
performed with the six-species model.

A.3. Dust Chemistry

In our model, the only dust chemistry reaction that we include is the formation of molecular hydrogen on dust,





ḊH2 = DMWR0CρnH i(nH i + 2nH2 ),

ḊH i = −2ḊH2 ,

ḊH ii = ḊHe i = ḊHe ii = ḊHe iii = ḊH− = ḊH+
2
= 0,

(A7)

where R0 = 3.5×10−17 cm3 s−1 (Wolfire et al. 2008; see Equation (1)) and Cρ is the clumping factor inside molecular clouds, which
takes into account the fact that the gas is clumped on subgrid scales unresolved in our simulations (also see Gnedin et al. 2009). The
clumping factor Cρ is a parameter of our model, we discuss a reasonable choice for its value below, in Section A.7.

A.4. Heating, Cooling, and Thermodynamics

For the heating and cooling terms in the equation for the internal energy, we include all of the terms normally included in the
simulations of first stars and in the ISM models. Specifically, the entropy equation for the gas can be written as

ρT
ds

dt
= Ḣ − Ċ,

where Ḣ and Ċ are heating and cooling terms,

Ḣ = ḢPI + ḢCMB + ḢLyα + ḢH2 + ḢPAH + ḢCR,

Ċ = ĊCI + ĊRR + ĊDER + ĊLE,A + ĊFF + ĊQX + ĊLE,H2 + ĊLE,Z + ĊD. (A8)

In the heating function, we include the following:

ḢPI: photoionization heating due to H i, He i, and He ii, using cross sections from Hui & Gnedin (1997);
ḢCMB: Compton heating/cooling on the cosmic microwave background (Hui & Gnedin 1997);
ḢLyα: heating by Lyα photons (Tozzi et al. 2000);

ḢH2 : heating due to photodissociation of H2, ḢH2 = 0.4 eV × nH2 (ΓD + ΓE + ΓLW) (Equation (A5));

ḢPAH: photoelectric heating on polycyclic aromatic hydrocarbons, implemented as in Glover & Mac Low (2007a);
ḢCR: cosmic rate heating, assuming that the cosmic rate density scales as the dust-to-gas ratio, implemented as in Glover & Mac
Low (2007a).

Cooling processes include the following:

ĊCI: cooling due to collisional ionizations of H i, He i, and He ii (Hui & Gnedin 1997);
ĊRR: cooling due to radiative recombinations of H ii, He ii, and He iii (Hui & Gnedin 1997);
ĊDER: cooling due to dielectronic recombination of He iii (Hui & Gnedin 1997);
ĊLE,A: line excitation cooling of H i and He ii (Hui & Gnedin 1997);

ĊFF: free–free emission (Hui & Gnedin 1997);
ĊQX: cooling due to charge exchange reactions between H2, H−, H i, and free electrons (reactions 8, 9, 10, 14, and 15 from
Glover & Abel 2008);
ĊLE,H2 : line excitation cooling of H2 (Glover & Abel 2008);
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Figure 4. Average relation between ΣSFR and the total surface density of gas
(atomic, molecular, and ionized) for nine different representative combinations
of dust-to-gas ratio and the interstellar FUV flux (colored lines). The long-
dashed line is the best-fit relation of Kennicutt (1998) for z ≈ 0 galaxies. The
gray shaded area shows the K-S relation for the local dwarf and normal spiral
galaxies measured by the THINGS project (Bigiel et al. 2008).
(A color version of this figure is available in the online journal.)

As could be expected, both the dust-to-gas ratio DMW and
the UV flux UMW affect the relation significantly by affecting
the atomic-to-molecular transition and the fraction of neutral
gas in the ISM patches. Notably, the predicted ΣSFR–ΣH i+H ii+H2

relation does not agree with observations for any combination
of UMW and DMW.

However, as we emphasized above, observational measure-
ments often do not account for the contribution of ionized gas to
the surface density. We therefore present a separate prediction
for the K-S relation for the neutral gas only in Figure 5 for a
representative subset of our test simulations. This figure demon-
strates that the predicted ΣSFR–ΣH i+H2 relation for the parameter
values representative of local galaxies (DMW ∼ 1 and any value
of UMW) is in good agreement with both the older measure-
ment of Kennicutt (1998) and with the recent measurements by
THINGS (Bigiel et al. 2008). In particular, our model approx-
imately reproduces the rapid decrease of the SFR and increase
of the scatter at ΣH i+H2 < 10 M# pc−2 and the change in the
slope of the SFR versus gas surface density from ΣSFR ∝ Σ1.0

H i+H2

to ΣSFR ∝ Σ1.4
H i+H2

at ΣH i+H2 ≈ 102 M# pc−2. The model also
reproduces the observed scatter of the K-S relation reasonably
well (we explore the scatter in this relation as a function of
metallicity, UV flux, and scale in a separate study; Feldmann
et al. 2010).

A qualitatively similar trend of the K-S relation with metal-
licity was recently predicted by Krumholz et al. (2009c) using
a model of atomic-to-molecular transition in molecular com-
plexes based on the Wolfire et al. (2003) semi-analytic model of
atomic ISM (see also McKee & Krumholz 2010). Their model
predicts significant steepening of the K-S relation below gas sur-
face density of ΣH ! 10/cZ M# pc−2, where Z is the metallicity
of the gas in the units of Z# and c is the ISM clumping factor.
The latter reflects the difference between the surface density of
the ISM averaged on some scale >100 pc and the surface den-
sity of individual giant molecular complexes on the scale of 100
pc. For averaging scales of 500 pc used in our calculations, the
clumping factor should be c ∼ 2–5 (Krumholz et al. 2009c). The
model thus predicts the steepening of the K-S relation at surface

Figure 5. Average K-S relations for the neutral gas (atomic and molecular) predicted in models with different representative values for the dust-to-gas ratio (left panel)
and the interstellar FUV radiation flux (right panel) are shown as colored lines. Dotted, short-dashed, and solid lines show the relation between ΣSFR and ΣH i, ΣH2 ,
and ΣH i+H2 individually. The shaded blue band on the left panel shows the rms scatter for the DMW = UMW = 1 model. The observed relations (long-dashed line and
gray band) are the same as in Figure 4.
(A color version of this figure is available in the online journal.)
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Fig. 1.— ΣSFR − ΣH2
relation on the kpc scale. Left panel: Z = Z!, UMW = 0.1. Right panel: Z = 0.1Z!, UMW = 100. Stellar and

H2 masses are measured within cubical cells of l = 1 kpc box length. Surface densities are estimated by dividing each mass by l2. SFRs
are averaged over 20 Myr. The simulation results are shown by the red shaded region (two-dimensional histogram of all simulation cells)
and by crosses (a random sample of 50 simulation cells with surface density in the range 10 < ΣH2

/M!pc−2 < 100). The solid green line
is the result of a bisector regression of all kpc-sized simulation cells with 10 < ΣH2

/M!pc−2 < 100 and 0.01 < SFR/M!yr−1kpc−2 < 1.
The regression parameters, slope and intercept, are shown on the top left. Also shown (in parentheses) are the regression errors, estimated
via bootstrapping. The black circles and triangles correspond to the normal spiral and star bursting sample, respectively, of Kennicutt
(1998b). The solid black line is the average ΣSFR −ΣH2

relation found in Bigiel et al. (2008). The ΣSFR −ΣH2
relation in the right panel

has a steeper slope, a higher normalization, and a larger scatter than in the left panel.

sity at fixed H2 density translates into a scatter of SFR
at fixed H2 surface density. The value of the threshold
nc affects this type of scatter in a crucial way. If nc

is very large (much larger than the peak in the mass-
weighted distribution function of molecular hydrogen)
then the SFR does not depend explicitly on ρH (since
τSFR = τff(nc)) and, consequently, no scatter is gener-
ated. Similarly, for hydrogen densities above a certain
limit, let us call it nfm

5, the gas is fully molecular and,
hence, ρH and ρH2

are 1:1 related (see, e.g., Gnedin et al.
2009). If nH > nfm, no scatter is produced on the level
of a single cell, but scatter can still arise on larger scales
as cells with different properties are added. To clarify
this point, let us assume that we add the SFRs and H2
densities from, e.g., two cells A and B. First, let cell A
have a density below nc and cell B a density above nfm.
Second, let us redistribute the hydrogen and H2 masses
such that both cells have a density below nc (this might
not be possible in all cases). Although in both cases the
H2 density is the same, the SFRs are higher in the first
case.
The mechanism that we have just described explains

the existence of scatter, provided nc is sufficiently low
(see the third column of Fig. 2). However, we have not
discussed why there is a trend of scatter with Z and
UMW. The origin of this trend can be understood from
the bottom panels of Fig. 3, where we show a histogram
of the small-scale hydrogen density (H2 mass-weighted)
parametrized by the large-scale H2 surface density. The
figure shows that the fraction of H2 mass that is in cells

5 nfm ∼ 300 cm−3 for UMW = 100, Z/Z! = 0.1 and nfm ∼ 10
cm−3 for UMW = 0.1, Z/Z! = 1.

with hydrogen densities above a given threshold (in the
range of ∼ 10 − 100 cm−3) increases with decreasing Z
and increasing UV. Hence, more of the H2 mass partic-
ipates in producing scatter and the overall scatter in-
creases.
Fig. 2 also shows that there is a dependence of the

intercept of the ΣSFR − ΣH2
relation on Z and UMW,

provided nc is sufficiently small (see the middle panel in
the top and middle rows). How do we understand this
result? As we just pointed out, an increase in the ra-
diation field and/or a decrease in the metallicity shifts
the peak of the mass weighted H2 density distribution
towards higher densities (see the bottom row of Fig. 3).
Specifically, the figure shows that for UMW = 0.1 and
Z/Z" = 1, cells with hydrogen densities in the range
of ∼ 3 − 100 cm−3 contain most of the molecular hy-
drogen for the considered range of H2 surface densities.
Hence, only cells in the range of ∼ 3 − 100 cm−3 con-
tribute significantly to the SFR. On the other hand, if
UMW = 100 and Z/Z" = 0.1, only cells with hydrogen
densities in the range of 100 − 500 cm−3 contribute to
star formation. Hence, a low-metallicity, high UV disk
will only keep “pockets” of H2 in high density regions,
while in a high-metallicity, low UV disk H2 is present
even in much lower density regions. Consequently, for a
given large-scale H2 surface density, more of the H2 sits
at high densities in a low Z, high UV field, galaxy com-
pared to a high Z, low UV field galaxy. Furthermore,
in the regime in which nH > nc and the hydrogen gas is
(close to) fully molecular the SFRs scale as ∝ n1.5

H . This
non linearity then amounts to a higher SFR (and hence
intercept) at fixed large-scale H2 surface density in a low

change in slope & intercept with Z, UV!

Z=0.1  UV=100Z=1  UV=0.1

 Is                      universal? ΣSFR − ΣH2
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Fig. 1.— ΣSFR − ΣH2
relation on the kpc scale. Left panel: Z = Z!, UMW = 0.1. Right panel: Z = 0.1Z!, UMW = 100. Stellar and

H2 masses are measured within cubical cells of l = 1 kpc box length. Surface densities are estimated by dividing each mass by l2. SFRs
are averaged over 20 Myr. The simulation results are shown by the red shaded region (two-dimensional histogram of all simulation cells)
and by crosses (a random sample of 50 simulation cells with surface density in the range 10 < ΣH2

/M!pc−2 < 100). The solid green line
is the result of a bisector regression of all kpc-sized simulation cells with 10 < ΣH2

/M!pc−2 < 100 and 0.01 < SFR/M!yr−1kpc−2 < 1.
The regression parameters, slope and intercept, are shown on the top left. Also shown (in parentheses) are the regression errors, estimated
via bootstrapping. The black circles and triangles correspond to the normal spiral and star bursting sample, respectively, of Kennicutt
(1998b). The solid black line is the average ΣSFR −ΣH2

relation found in Bigiel et al. (2008). The ΣSFR −ΣH2
relation in the right panel

has a steeper slope, a higher normalization, and a larger scatter than in the left panel.

sity at fixed H2 density translates into a scatter of SFR
at fixed H2 surface density. The value of the threshold
nc affects this type of scatter in a crucial way. If nc

is very large (much larger than the peak in the mass-
weighted distribution function of molecular hydrogen)
then the SFR does not depend explicitly on ρH (since
τSFR = τff(nc)) and, consequently, no scatter is gener-
ated. Similarly, for hydrogen densities above a certain
limit, let us call it nfm

5, the gas is fully molecular and,
hence, ρH and ρH2

are 1:1 related (see, e.g., Gnedin et al.
2009). If nH > nfm, no scatter is produced on the level
of a single cell, but scatter can still arise on larger scales
as cells with different properties are added. To clarify
this point, let us assume that we add the SFRs and H2
densities from, e.g., two cells A and B. First, let cell A
have a density below nc and cell B a density above nfm.
Second, let us redistribute the hydrogen and H2 masses
such that both cells have a density below nc (this might
not be possible in all cases). Although in both cases the
H2 density is the same, the SFRs are higher in the first
case.
The mechanism that we have just described explains

the existence of scatter, provided nc is sufficiently low
(see the third column of Fig. 2). However, we have not
discussed why there is a trend of scatter with Z and
UMW. The origin of this trend can be understood from
the bottom panels of Fig. 3, where we show a histogram
of the small-scale hydrogen density (H2 mass-weighted)
parametrized by the large-scale H2 surface density. The
figure shows that the fraction of H2 mass that is in cells

5 nfm ∼ 300 cm−3 for UMW = 100, Z/Z! = 0.1 and nfm ∼ 10
cm−3 for UMW = 0.1, Z/Z! = 1.

with hydrogen densities above a given threshold (in the
range of ∼ 10 − 100 cm−3) increases with decreasing Z
and increasing UV. Hence, more of the H2 mass partic-
ipates in producing scatter and the overall scatter in-
creases.
Fig. 2 also shows that there is a dependence of the

intercept of the ΣSFR − ΣH2
relation on Z and UMW,

provided nc is sufficiently small (see the middle panel in
the top and middle rows). How do we understand this
result? As we just pointed out, an increase in the ra-
diation field and/or a decrease in the metallicity shifts
the peak of the mass weighted H2 density distribution
towards higher densities (see the bottom row of Fig. 3).
Specifically, the figure shows that for UMW = 0.1 and
Z/Z" = 1, cells with hydrogen densities in the range
of ∼ 3 − 100 cm−3 contain most of the molecular hy-
drogen for the considered range of H2 surface densities.
Hence, only cells in the range of ∼ 3 − 100 cm−3 con-
tribute significantly to the SFR. On the other hand, if
UMW = 100 and Z/Z" = 0.1, only cells with hydrogen
densities in the range of 100 − 500 cm−3 contribute to
star formation. Hence, a low-metallicity, high UV disk
will only keep “pockets” of H2 in high density regions,
while in a high-metallicity, low UV disk H2 is present
even in much lower density regions. Consequently, for a
given large-scale H2 surface density, more of the H2 sits
at high densities in a low Z, high UV field, galaxy com-
pared to a high Z, low UV field galaxy. Furthermore,
in the regime in which nH > nc and the hydrogen gas is
(close to) fully molecular the SFRs scale as ∝ n1.5

H . This
non linearity then amounts to a higher SFR (and hence
intercept) at fixed large-scale H2 surface density in a low

change in slope & intercept with Z, UV!

Z=0.1  UV=100Z=1  UV=0.1

 Is                      universal? ΣSFR − ΣH2
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Figure 2. Dependence of slope, intercept, and scatter on metallicity and interstellar radiation field. The first row shows (from left to right) the slope, the intercept,
and the scatter of the ΣSFR–ΣH2 relation (averaged over kpc scales) as a function of the radiation field, UMW (x-axis), and for different metallicities (Z/Z! = 1
(black squares), 0.3 (red downward-pointing triangle), and 0.1 (blue upward-pointing triangle)). SFRs are averaged over 20 Myr and the minimum cloud density is
nc = 50 cm−3. Slope, intercept, and scatter are computed from a bisector regression of the ΣSFR–ΣH2 relation as described in the caption of Figure 1. To highlight
the trends with Z and UMW, we also performed a two-parametric regression of slope, intercept, and scatter as a function of Z and UMW (regression equation and
parameters and the square of the correlation coefficient are shown at the top of each panel; x1 = log10 UMW, x2 = log10 Z). The black, red, and blue solid lines (from
bottom to top) show the results of the bi-parametric regression for the choices Z/Z! = 1, 0.3, and 0.1, respectively. The middle row shows the same quantities as the
top row, but for instantaneous SFRs. The bottom row shows again the same quantities, but for a larger threshold density nc. Specifically, the filled symbols and lines
use instantaneous SFRs and nc = 1000 cm−3, while the empty symbols use time-averaged SFRs and nc = 1000 cm−3 (small magenta symbols) and nc = 106 cm−3

(large cyan symbols), respectively. We note that whenever nc > 50 cm−3 the star formation efficiencies are reduced by
√

nc/50 (see Equations (1) and (2)) in order to
ensure the correct normalization of the ΣSFR–ΣH2 relation.
(A color version of this figure is available in the online journal.)

the figure. A word on the terminology is necessary. We refer to
the scale at which Equations (1) and (2) are applied as “small
scales” (∼60 pc in our simulations). By contrast, we refer to
the scales on which the slope and intercept of the ΣSFR–ΣH2 are
measured as “large scales” (∼ kpc in this study). The spatial
density on scale l is given by the amount of mass within a

cube of size l. In order to convert from a spatial to a surface
density, we multiply the spatial density by l. We do not use the
surface density on the smallest (∼60 pc) scales in order to avoid
underestimating it.

Figure 2 shows that the use of time-averaged SFRs introduces
the dominant amount of scatter in the ΣSFR–ΣH2 relation on
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large scales. Specifically, as the first two panels in the rightmost
column demonstrate, the scatter in the relation is significantly
larger (∼0.1–0.2 dex) if SFRs are time-averaged, compared with
the case where instantaneous SFRs are used (∼0.05–0.12 dex).
Time averaging creates scatter because H2 surface densities are
measured instantaneously while the SFRs are averaged over
some past time interval.

However, the use of time-averaged SFRs is not the only source
of scatter. The important point to realize is that Equation (1)
depends both on the H2 density (ρH2 = ρHfH2 ) and the hydrogen
density ρH (via τSFR). Hence, on small scales, a scatter in the
hydrogen density at fixed H2 density translates into a scatter of
SFR at fixed H2 surface density. The value of the threshold nc
affects this type of scatter in a crucial way. If nc is very large
(much larger than the peak in the mass-weighted distribution
function of molecular hydrogen) then the SFR does not depend
explicitly on ρH (since τSFR = τff(nc)) and, consequently, no
scatter is generated. Similarly, for hydrogen densities above a
certain limit, let us call it nfm,5 the gas is fully molecular and,
hence, ρH and ρH2 are 1:1 related (see, e.g., Gnedin et al. 2009).
If nH > nfm, no scatter is produced on the level of a single cell,
but scatter can still arise on larger scales as cells with different
properties are added. To clarify this point, let us assume that we
add the SFRs and H2 densities from, e.g., two cells A and B. First,
let cell A have a density below nc and cell B a density above nfm.
Second, let us redistribute the hydrogen and H2 masses such that
both cells have a density below nc (this might not be possible
in all cases). Although in both cases the H2 density is the same,
the SFRs are higher in the first case.

The mechanism that we have just described explains the
existence of scatter, provided nc is sufficiently low (see the third
column of Figure 2). However, we have not discussed why there
is a trend of scatter with Z and UMW. The origin of this trend can
be understood from the bottom panels of Figure 3, where we
show a histogram of the small-scale hydrogen density (H2 mass-
weighted) parametrized by the large-scale H2 surface density.
The figure shows that the fraction of H2 mass that is in cells
with hydrogen densities above a given threshold (in the range of
∼10–100 cm−3) increases with decreasing Z and increasing UV.
Hence, more of the H2 mass participates in producing scatter
and the overall scatter increases.

Figure 2 also shows that there is a dependence of the
intercept of the ΣSFR–ΣH2 relation on Z and UMW, provided nc
is sufficiently small (see the middle panel in the top and middle
rows). How do we understand this result? As we just pointed
out, an increase in the radiation field and/or a decrease in the
metallicity shifts the peak of the mass-weighted H2 density
distribution toward higher densities (see the bottom row of
Figure 3). Specifically, the figure shows that for UMW = 0.1
and Z/Z# = 1, cells with hydrogen densities in the range of
∼3–100 cm−3 contain most of the molecular hydrogen for the
considered range of H2 surface densities. Hence, only cells in
the range of ∼3–100 cm−3 contribute significantly to the SFR.
On the other hand, if UMW = 100 and Z/Z# = 0.1, only
cells with hydrogen densities in the range of 100–500 cm−3

contribute to star formation. Hence, a low-metallicity, high-UV
disk will only keep “pockets” of H2 in high-density regions,
while in a high-metallicity, low-UV disk H2 is present even in
much lower density regions. Consequently, for a given large-
scale H2 surface density, more of the H2 sits at high densities in

5 nfm ∼ 300 cm−3 for UMW = 100, Z/Z# = 0.1 and nfm ∼ 10 cm−3 for
UMW = 0.1, Z/Z# = 1.

lo
g 1

0 
n H

 [ 
cm

-3
 ]

log10 ΣH2 [ Msun / pc2 ]

0

1

2

3

4

0 0.5 1 1.5 2 2.5

Z=0.1 UV=100.0

lo
g 1

0 
n H

 [ 
cm

-3
 ]

log10 ΣH2 [ Msun / pc2 ]

0

1

2

3

4

0 0.5 1 1.5 2 2.5

Z=0.1 UV=100.0
lo

g 1
0 

n H
 [ 

cm
-3

 ]

log10 ΣH2 [ Msun / pc2 ]

0

1

2

3

4

0 0.5 1 1.5 2 2.5

Z=1.0 UV=0.1
lo

g 1
0 

n H
 [ 

cm
-3

 ]

log10 ΣH2 [ Msun / pc2 ]

0

1

2

3

4

0 0.5 1 1.5 2 2.5

Z=1.0 UV=0.1

lo
g 1

0 
n H

 [ 
cm

-3
 ]

log10 ΣH2 [ Msun / pc
2
 ]

0

1

2

3

4

0 0.5 1 1.5 2 2.5

Z=0.1 UV=100.0

lo
g 1

0 
n H

 [ 
cm

-3
 ]

log10 ΣH2 [ Msun / pc
2
 ]

0

1

2

3

4

0 0.5 1 1.5 2 2.5

Z=0.1 UV=100.0

lo
g 1

0 
n H

 [ 
cm

-3
 ]

log10 ΣH2 [ Msun / pc2 ]

0

1

2

3

4

0 0.5 1 1.5 2 2.5

Z=1.0 UV=0.1

lo
g 1

0 
n H

 [ 
cm

-3
 ]

log10 ΣH2 [ Msun / pc2 ]

0

1

2

3

4

0 0.5 1 1.5 2 2.5

Z=1.0 UV=0.1

Figure 3. Distribution of neutral hydrogen mass (top row) and H2 mass (bottom
row) as a function the small-scale (∼60 pc) hydrogen density nH (ordinate)
for several large-scale (1 kpc) H2 surface densities (abscissa). Each vertical (H2
surface density) bin is normalized to the total mass of neutral hydrogen (top row)
or H2 (bottom row) in the bin. The grade of shading indicates the mass fraction
(on a linear scale). A black pixel contains 100% of the neutral hydrogen or H2,
respectively, in the given H2 surface density bin; white corresponds to 0%. The
left column corresponds to a galaxy with high metallicity and low radiation field
(Z = Z#, UMW = 0.1), while the right column is for a low-metallicity, high-
radiation field galaxy (Z = 0.1 Z#, UMW = 100). Mean and standard deviation
of the density distributions of neutral hydrogen (top row) or H2 (bottom row) are
indicated by green crosses and error bars. The thin, red horizontal line indicates
the threshold nc = 50 cm−3. The thick, black horizontal line near the bottom
of each panel shows the range over which slope, intercept, and scatter of the
ΣSFR–ΣH2 relation are computed, see Figure 2.
(A color version of this figure is available in the online journal.)

a low-Z, high-UV field, galaxy compared to a high-Z, low-UV
field galaxy. Furthermore, in the regime in which nH > nc and
the hydrogen gas is (close to) fully molecular, the SFRs scale
as ∝ n1.5

H . This nonlinearity then amounts to a higher SFR (and
hence intercept) at fixed large-scale H2 surface density in a low-
Z, high-UV field, galaxy compared to a high-Z, low-UV field
galaxy. In other words, the large-scale SFRs depend not only on
the large-scale H2 surface densities, but also on the distribution
function of nH on small scales.

A related mechanism leads to a dependence of the slope on Z
and UMW (see left panel in the top and middle rows of Figure 2).
The panels in the top row of Figure 3 show that the typical
hydrogen densities of cells that contribute to a given H2 surface
density ΣH2 increase with ΣH2 . This demonstrates that the density
structure of disks at a given H2 surface density changes with
metallicity and radiation field of the ISM. The bottom panels
in Figure 3 show that this trend remains (although somewhat
weakened) if the hydrogen density distribution is weighted by
H2 mass. It also shows that the effect of an increasing hydrogen
density with large-scale H2 surface density is stronger for a
high-Z, low-UMW galaxy than for a low-Z, high-UMW galaxy.
However, in the former case, most of the H2 is in cells with
densities nH < nc and consequently the SFR density is still
proportional to the total H2 density, i.e., slope 1. In the latter
case, however, this increase is important. Let us see why. From

5

 Is                      universal? ΣSFR − ΣH2

•changing density pdf with Z, UV (intercept)
•changing density pdf with large scale surface density (slope)
•non-linear Schmidt law

due to
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What is causing its scatter ?

Due to width of density pdf & non-
linear Schmidt law?

No
• subdominant
•does not increase with decreasing scale 

as observed

•Due to the way SFR are measured!
=> time averaging

•Due to the way H2 masses are measured!
=> conversion factor

Instead

How Universal is the ΣSFR − ΣH2
relation? 7
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Fig. 4.— The dependence of the scatter in the ΣSFR − ΣH2

relation on the averaging scale. The scatter in the ΣSFR − ΣH2

relation has been derived assuming either (i) time averaged SFR
(20 Myr) and a minimum cloud density of nc = 50 cm−3 (black
squares), (ii) time averaged SFR and nc = 106 cm−3 (red trian-
gles), or (iii) instantaneous SFR and nc = 50 cm−3 (blue dia-
monds). The scatter is computed with an ordinary least squares
regression of the SFR as function of H2 surface density in the
range 10 < ΣH2

/M"pc−2 < 100. Errors are computed via
bootstrapping. Empty symbols correspond to solar metallicity
and UMW = 0.1, while filled symbols refer to Z = 0.1Z" and
UMW = 100. Simulations with intermediate values of metallicity
and UV field lie in between.

time averaged value. A duty fraction of unity does not
introduce scatter on small scales, as it means that within
the SFR averaging time the H2 content within the cell
remains constant. Fig. 4 then shows that the duty frac-
tion decreases with increasing radiation field/decreasing
metallicity, hence leading to larger scatter. One interpre-
tation of the reduced duty fraction is that stronger UMW
and/or lower Z reduce the life times of molecular clouds.
An alternative possibility is that molecular clouds live as
long as before, but molecular cloud formation is rarer.
Another potential contributor to the scatter on small

scales is the velocity spread of young stellar clusters and
of the stars within the cluster. This effect is not modeled
adequately in the simulation because we do not resolve
individual cluster members, but rather obtain one ‘star
particle’ for each cluster that initially moves with the
average velocity of the gas. On scales ! 100 pc this
effect plays only a small role presumably, as the typical
distance that stars travel within 20 Myr is of the order of
∼ 100 pc (assuming a rms velocity of ∼ 5 km/s). Some
scatter on large scales may arise from high-velocity run-
away stars (Blaauw 1961; Stone 1991).
The decline of the scatter with increasing averaging

scale is obviously related to the spatial averaging over
a larger number of resolution elements Nres. If there
were no correlation in the H2 content of neighboring cells
we would expect a scaling proportional to

√
Nres, where

Nres ∝ l3 if the H2 is filling the volume relatively uni-
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Fig. 5.— The propagation of scatter in the ΣSFR−ΣH2
relation

from small to large scales. A scatter in log10(SFR[M"yr−1]) of
(from bottom to top) 0.1 (blue lines), 0.25 (cyan lines), 0.5 (ma-
genta lines) and 1 (red lines) is inserted at the resolution scale (65
pc) of the simulation. The black line at the bottom shows a power
law: scatter ∝ scale−0.5. The scatter in the ΣSFR−ΣH2

relation is
measured in the range 10 < ΣH2

/M"pc−2 < 100. Instantaneous
SFRs and a minimum cloud density of 106 cm−3 are used in order
to suppress other sources of scatter. Filled (empty) symbols corre-
spond to the simulation with Z = 0.1Z", UMW = 100 (Z = Z",
UMW = 0.1).

formly, or ∝ l2 if the H2 is confined to a disk. However,
the scale dependence shown in Fig. 4 seems to be much
shallower.
In order to address this question, we show in Fig. 5 the

result of a simple experiment. We insert a log-normal
scatter (in the SFRs) at the 65 pc scale by treating the
SFR as a log-normal random variable, with a mean given
by equation 1 and a standard deviation of 0.1 to 1 dex.
We see that the scatter decreases with increasing aver-
aging scale. A fit to the average of all data points shows
that the scatter behaves as

σl = σ1kpc (l [kpc])
−α ,

with α ≈ 0.5. The precise value of the exponent depends
slightly on the environmental properties of the gas. Using
the data points shown in Fig. 5 we obtain α = 0.52±0.04
for Z = 0.1, UMW = 100, and α = 0.43± 0.04 for Z = 1,
UMW = 0.1. This implies that on average Nres ∝ l.
Another way of saying this is that the H2 distribution
in cells with a given H2 surface density in the range
10 < ΣH2

/M"p−2 < 100 is effectively one-dimensional.
Although this does not mean that the H2 is necessarily
arranged in a one-dimensional configuration, this is what
one would expect if most of the star formation takes
places in spiral waves in disk galaxies. On the other
hand, in flocculent disks, H2 masses that are smoothed
on scales of > 100 pc should be less correlated and we

inst. SFR
non linear

avg. SFR
linear SF

avg. SFR
non linear SF
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Outline

Star formation in simulations and the role of H2

Empirical star formation scaling relations 

The role of the CO/H2 conversion factor

The surface densities of molecular clouds

Implications for star formation relations
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2

cell. We then give a short description of the suite of simu-
lations that we use in this paper and explain how we include
the X-factor subgrid model in order to predict the X-factor on
large (∼ kpc) scales.

2.1. The subgrid model of the X-factor

The X-factor XCO is defined as the ratio between the molec-
ular hydrogen column density NH2 and the equivalent width
of the J = 1 → 0 transition of carbon monoxide along a line
of sight:

XCO =
NH2

WCO
.

Measuring WCO in a simulation is non-trivial unless the gas is
optically thin to its own line radiation. However, under cer-
tain simplifying assumptions (see Glover & Mac Low 2009;
GM09 hereafter) the following relation holds

WCO = TB∆v

� τ10

0
2β(τ�)dτ�. (1)

Here ∆v is the width of the line, β(τ) is the photon escape
probability, and TB is the brightness temperature of the line,
which we compute based on the gas temperature T and the
CMB temperature TCMB = 2.725 ∗ (1 + z) as

TB = 5.5K

�
1

e5.5/T − 1
− 1

e5.5/TCMB − 1

�

The optical depth of the J = 1→ 0 line is given by

τ10 � 5 × 10−17
�
10K

T

� �
3km/s
∆v

�
NCO, (2)

Observationally the X-factor is derived from independent
measurements of the H2 column densities and the equivalent
width of the CO line. The limited resolution of these obser-
vations imply that the column densities and equivalent width
are averaged over the projected cloud area. Consequently, the
X-factor is estimated in the simulations of GM09 as follows

XCO =
�NH2�
�WCO�

, (3)

where the averaging takes place over several lines of sight.
The column densities of H2 and CO can approximately be

derived from Table 2 of Glover & Mac Low 2010 (GM10
hereafter). This table contains the mass-weighted mean abun-
dance of each species at the end of each of their simulations.
The mass-weighted mean abundance �xs�M of species s is de-
fined as

�xs�M =
αs

M

�

i

ns(i)
nH(i)

ρ(i)∆V ,

where αCO = 1, αH2 = 2, nH is the number density of hy-
drogen atoms (in ionized form, H I or H2), M =

�
ρ∆V is

the total mass and the sum is over all cells in the simulation
cube with extension L and mean number density of hydrogen
atoms n0. The ratio of mass density ρ and nH is mH/X (X is
the mass fraction of hydrogen in the gas). Then we obtain

M =
�
ρ∆V =

� ρ

nH

nH∆V =
1
X

mHn0L
3.

Consequently,

�xs�M =
Xαs

mHn0L3

�
ns

ρ

nH

∆V =
αs

n0L3

�
ns∆V =

αs

n0
�ns�.

Since the surface density Ns of species s along a random line
of sight is approximately �ns�L we obtain that

Ns = �xs�M
n0L

αs

. (4)

The visual extinction along a line of sight is proportional to
the column density of dust grains. Averaging over all lines of
sight results in the mean visual extinction

AV = γZ Z n0 L, (5)
with γZ = 5.348 × 10−22/Z⊙. The mean extinction and the
optical depth of CO are related. For our default values Tdv =
30 K km/s:

τ10 � 5 × 10−17�xCO�Mn0L

� 105/Z�xCO�MAV

(6)

Using this formula and Fig.1 of GM10 we see that τ10 ap-
proaches ∼ 10−3/Z, ∼ 1/Z, and ∼ 102/Z for AV = 1, 3, and
10, respectively. Given the strong dependence of τ10 on AV

the gas becomes optically thick to its own line emission for
AV ∼ 3, almost independent of metallicity.

Using the provided mass-weighted mean abundances we
can reproduce Fig. 8 of GM10, see Fig. 1. We can now ex-
plore what the effect of a changing UV field will be. We start
by noting that according to Fig. 1 & 2 of GM10 �xH2�M is not
an explicit function of the UV field, and only depends on n0,
L and Z through the combination n0Z, i.e. the number density
of dust grains available to form H2. Specifically

�xH2�M(n0,Z, L,UMW) = �xH2�M(Zn0).
On the other hand, �xCO�M depends explicitly on UMW and on
the mean extinction AV ∝ Zn0L. Specifically:
�xCO�M(Z, n0, L,UMW) = �xCO�M(AV (Zn0L),UMW,Z).

We have included an explicit metallicity dependence of the
CO fraction, which should vanish for most values of AV and
UMW. However, the CO abundance can never be greater than
the abundance of C nuclei xC in the gas. We model this by
simply enforcing an upper limit xC = 1.41 × 10−4

Z/Z⊙ for
�xCO�M(AV ,UMW,Z).

Writing the X-factor as

XCO(n0,Z, L,UMW) =
�xH2�M(Zn0)

�xCO�M(AV ,Z,UMW)
NCO

WCO(NCO)
, (7)

where
NH2 (n0,Z, L,UMW) = �xH2�M(Zn0)n0L,

NCO(n0,Z, L,UMW) = �xCO�M(AV ,Z,UMW)n0L,
(8)

we can understand the generic behavior of the X-factor when
the mean extinction is very low or high. If τ10 � 1 (AV � 1)
the second term on the r.h.s. of (7) is a constant and the X-
factor is simply the ratio of the mean abundances of H2 and
CO. In this case the explicit Z dependence of the CO fraction
drops and for a fixed extension L and at fixed UMW the X-
factor depends on AV , but not on metallicity. On the other
hand , in the optical thick regime (AV � 3) the X-factor is
determined by the number of carbon atoms (xCO ≈ xC) and
hence by the metallicity, but not by the UV radiation field.

The models of GM10 only cover the parameter range AV �
10, which is the most relevant range for CO emission. How-
ever, some of our cells reach AV values up to ∼ 100 and the
global X-factor of a galaxy can depend on how the high AV

parameter space is modeled. We therefore consider and com-
pare three different models in the AV � 10 regime:

The CO/H2 conversion (“X”) factor

•CO integrated intensity => H2 column density
•CO luminosity => H2 mass

• lowest excited levels in the rotational ladder ~ few 100 K
• in the electronic ground state no electric dipole moment

H2

=> impossible to detect in emission at conditions 
typical of molecular cloud (~10 K)

•measure emission from tracer molecules instead 
•CO - 2nd most abundant molecule (after H2)
• I will discuss only J=1-0 transition of 12C16O

X-factor

introduces major observational uncertainty 
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Modeling the X-factor

complicated problem:

•need to know CO & H2 abundance
=> chemical network required
•CO line is rarely optically thin

=> optical depth effects need to be considered
•CO emission depends on gas temperature & velocity dispersion

=> need some estimates for them
• the ISM is highly turbulent, complicated density structure and is not 
in steady state
•cannot resolve relevant scales (sub-pc) in a cosmological simulation
• ...

all approaches rely on approximations
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Approaches for modeling the X-factor

simplified geometry / 
steady state

small scale ISM 
simulations

CO formation in the turbulent ISM 19

Figure 12. (a) Column density of hydrogen nuclei, NH,tot, in run R3 at time t = tend, viewed along a line of sight parallel to the z-axis
of the simulation volume. This direction is also parallel to the initial orientation of the magnetic field. (b) As (a), but for the H2 column
density. (c) As (a), but for the CO column density. (d) Ratio of H2 column density to CO column density along the same line of sight
through run R3 at time t = tend.

suppose, for simplicity, that reactions involving hydrocarbon radicals and ions dominate.1 In that case, we can write the CO

formation rate as RformnC,totnH2 , where nC,tot = nC +nC+ , and where Rform is the formation rate of our intermediate species,

multiplied by a factor that accounts for the fact that some of the intermediate radicals and ions will be photodissociated,
rather than reacting to form CO (or a further intermediate, such as CO+, that reacts rapidly to form CO). If CO is primarily

destroyed by photodissociation, at a rate RpdnCO, then in chemical equilibrium, the CO fractional abundance is given by

xCO =

(

Rform

Rpd

)

xC,totnH2 . (30)

The photodissociation rate Rpd can be written in terms of AV,eff as Rpd = 2× 10−10fsh exp(−2.5AV,eff), where fsh = fCOfH2

is the product of the shielding factors due to CO self-shielding (fCO) and due to the shielding of CO by H2 (fH2) that we

introduced in §2.2. We can therefore rewrite Equation 30 as

xCO =
(

Rform

2 × 10−10

)

f−1
sh e2.5AV,eff xC,totnH2 . (31)

Consideration of the different processes involving C or C+ that lead to the formation of CH or CH+ suggests that Rform

1 We could construct a very similar model in the case that reactions with OH and OH+ dominate, only with the number density of
atomic oxygen, nO, playing the role of nC,tot above.

19
85
Ap
J.
..
29
1.
.7
22
T

simplistic treatment of the ISM rather expensive
main drawback: main drawback:
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Figure 3. Face- and edge-on views of the largest galaxy in our fiducial simulation
A. Blue translucent color represents volume rendering of atomic hydrogen
density, while orange color shows the location of the molecular gas (as the
isosurface of fH2 = 0.5 value). This figure is best viewed in color.

Figure 4. Temperature plotted against the total gas number volume density for
all maximum refinement level (level 9) cells at z = 4, for simulation A.

A visual representation of our fiducial simulation A is shown
in Figure 3. The molecular gas traces spiral arms well, which
are less pronounced in the atomic gas. The molecular disk is
both smaller and thinner than the atomic disk. However, since
our spatial resolution is only 50, we do not resolve individual
molecular clouds. Instead, the orange colored surface in the
image shows the boundary of the mostly molecular (fH2 > 0.5)
gas.

3.1. Gas Phases and Atomic-to-Molecular Transition in the
ISM of Model Galaxies

Figure 4 shows the temperature in degrees Kelvin plotted
against the total volume number density of neutral hydrogen
for our fiducial simulation (A). Points in this and subsequent
plots in this subsection show cells at the highest resolution level
(level 9; the physical size of 52 pc at z = 4), which cover

the large fraction of the disks of galaxies forming in the high-
resolution Lagrangian region of the simulation. This plot clearly
shows a well developed multiphase structure of the ISM in these
disks. In particular, three different gas phases are evident: (1)
the hot, ionized, low-density gas in the upper left part of the
diagram; (2) the warm neutral medium around T ∼ 104 K
and nH ∼ 0.1–10 cm−3; and (3) the cold neutral medium with
T ∼ 10–100 K at nH > 100 cm−3. The transition from the
warm neutral to cold neutral phase occurs over a narrow range
of gas densities around a few tens cm−3, in good agreement
with the models of the MW ISM (which has similar metallicity
to our model) of Wolfire et al. (2003).

Although not apparent in Figure 4, the cold neutral medium
undergoes a transition from atomic to fully molecular phase
at the gas density of nH ≈ 100 cm−3. Figure 5 shows the
molecular fraction, fH2 = 2nH2/(nH I + 2nH2 ), as a function
of the total neutral hydrogen volume number density. The three
panels correspond to simulations with decreasing metallicity
(left panel: simulation A, Z = Z$; middle panel: simulation
B1, Z = 0.3 Z$; right panel: simulation B2, Z = 0.1 Z$).
A sharp transition from fully atomic to fully molecular gas
occurs at high gas densities, with the characteristic density of
the transition increasing with decreasing metallicity. The gas
density at which the molecular fraction is 50% scales with
metallicity approximately as

nt % 30
(

Z

Z$

)−1

cm−3. (7)

This trend is not surprising, as the atomic-to-molecular tran-
sition is facilitated by the dust opacity: when dust opacity is suf-
ficiently high to shield the gas from UV radiation, the transition
to molecular medium can occur (self-shielding only becomes
dominant at higher molecular fractions). As the metallicity in-
creases, the amount of dust available to shield the gas from UV
also increases, and the atomic-to-molecular transition can occur
at lower densities.

To compare these results with observational measurements
in Figure 6 we plot the molecular fraction against the total
neutral hydrogen column density, using a logarithmic vertical
scale, for simulations A, B1, B2. We overplot the Far Ultraviolet
Spectroscopic Explorer (FUSE) measurements of the molecular
fraction in the MW halo and disk (left panel), in the Large
Magellanic Cloud (LMC; middle panel), and in the Small
Magellanic Cloud (SMC; right panel) compiled by Browning
et al. (2003) and Gillmon et al. (2006). In the left panel, we
also plot data for the MW from Wolfire et al. (2008), and
on the right panel, we show the data for SMC from Leroy
et al. (2007). The metallicities of the ISM in these galaxies
approximately correspond to the metallicities adopted in the
models against which we compare them. In all cases, the column
density at which the molecular fractions begin to increase
rapidly and the sharpness of the transition are well reproduced
in our simulations. For the solar metallicity case, this transition
corresponds to the maximum surface density of atomic hydrogen
of about 10 M$ pc−2, in concordance with the measurements of
molecular and atomic gas surface densities in nearby galaxies
(Wong & Blitz 2002; Blitz & Rosolowsky 2006; Bigiel et al.
2008). The observed trend of the atomic-to-molecular transition
column density to decrease with increasing metallicity is also
quantitatively reproduced in our calculations.

Figure 6 does not illustrate the relationship between the
atomic and molecular gas inside mostly molecular gas, when

~30-60 pc 20 pc

Our approach for modeling the X-factor

cosmological simulation simulation cell ISM simulation
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•thermal, 
•chemical and, 
•dynamical evolution

Glover, Federrath, Mac Low, Klessen 2009
Glover, Mac Low, 2010

magneto-hydrodynamical, driven turbulence 
simulations (ZEUS) of a 20 pc box

follow

but

CO formation in the turbulent ISM 19

Figure 12. (a) Column density of hydrogen nuclei, NH,tot, in run R3 at time t = tend, viewed along a line of sight parallel to the z-axis
of the simulation volume. This direction is also parallel to the initial orientation of the magnetic field. (b) As (a), but for the H2 column
density. (c) As (a), but for the CO column density. (d) Ratio of H2 column density to CO column density along the same line of sight
through run R3 at time t = tend.

suppose, for simplicity, that reactions involving hydrocarbon radicals and ions dominate.1 In that case, we can write the CO

formation rate as RformnC,totnH2 , where nC,tot = nC +nC+ , and where Rform is the formation rate of our intermediate species,

multiplied by a factor that accounts for the fact that some of the intermediate radicals and ions will be photodissociated,
rather than reacting to form CO (or a further intermediate, such as CO+, that reacts rapidly to form CO). If CO is primarily

destroyed by photodissociation, at a rate RpdnCO, then in chemical equilibrium, the CO fractional abundance is given by

xCO =

(

Rform

Rpd

)

xC,totnH2 . (30)

The photodissociation rate Rpd can be written in terms of AV,eff as Rpd = 2× 10−10fsh exp(−2.5AV,eff), where fsh = fCOfH2

is the product of the shielding factors due to CO self-shielding (fCO) and due to the shielding of CO by H2 (fH2) that we

introduced in §2.2. We can therefore rewrite Equation 30 as

xCO =
(

Rform

2 × 10−10

)

f−1
sh e2.5AV,eff xC,totnH2 . (31)

Consideration of the different processes involving C or C+ that lead to the formation of CH or CH+ suggests that Rform

1 We could construct a very similar model in the case that reactions with OH and OH+ dominate, only with the number density of
atomic oxygen, nO, playing the role of nC,tot above.

8 Glover & Mac Low

Figure 4. (a) Evolution of the mass-weighted mean H2 abun-
dance with time in runs n1000-Z01 (solid line), n300-Z01 (dashed
line), n100-Z01 (dash-dotted line) and n30-Z01 (dotted line). (b)
Evolution of the mass-weighted mean CO abundance with time
in runs n1000-Z01 (solid line), n300-Z01 (dashed line), and n100-
Z01 (dash-dotted line). In run n30-Z01, the mean CO abundance
remains smaller than 10−11 for the whole period plotted. Reduc-
ing the metallicity clearly has a much more pronounced effect on
the CO than on the H2.

that run parallel to the x-axis, one per resolution element.
This choice is arbitrary; a different orientation would yield
similar results. We then compute H2 and CO column densi-
ties along each of these lines of sight. We next convert each
of the CO column densities into an optical depth, τ10, which
represents an estimate of the optical depth of the gas in
the CO J = 1 → 0 transition. To perform this conversion,
we make three major simplifying assumptions. We assume
that all of the CO is in local thermodynamic equilibrium
(LTE), that the gas is isothermal, with a temperature of
10 K, and that the CO linewidth ∆v is uniform, and is given
by ∆v = 3 km s−1. Our choice for ∆v is motivated by the
fact that our simulations have an RMS turbulent velocity
of 5 km s−1, and that we would expect the one-dimensional
velocity dispersion to be a factor of

√
3 smaller than this,

i.e. σ1D = 5/
√
3 # 3 km s−1. Given these assumptions, the

relationship between NCO and τ10 becomes (Tielens 2005)

Figure 5. (a) Evolution of the mass-weighted mean H2 abun-
dance with time in runs n1000-UV0 (solid line), n300-UV0
(dashed line), n100-UV0 (dash-dotted line) and n30-UV0 (dotted
line). (b) As (a), but for the mass-weighted mean CO abundance.

τ10 =
A10c3

8πν3
10

g1
g0

f0
[

1− exp
(−E10

kT

)]

NCO

∆v
, (7)

whereA10 is the spontaneous radiative transition rate for the
J = 1 → 0 transition, ν10 is the frequency of the transition,
E10 = hν10 is the corresponding energy, g0 and g1 are the
statistical weights of the J = 0 and J = 1 levels, respectively,
and f0 is the fractional level population of the J = 0 level.
Taking values for A10 and ν10 from the LAMDA database
(Schöier et al. 2005), together with our assumed values for
T and ∆v, this yields τ10 # 5×10−17NCO, i.e. a CO column
density of approximately 2 × 1016 cm−2 corresponds to an
optical depth τ10 = 1.

To convert from τ10 to WCO, we use the same pro-
cedure as in the curve of growth analysis presented in
Pineda, Caselli & Goodman (2008). We write the integrated
intensity as

WCO = Tb∆v

∫ τ10

0

2β(τ̃ )dτ̃ , (8)

where Tb is the brightness temperature of the line, ∆v is
the linewidth, and β is the photon escape probability. We

nH = 1000 Hcc

nH = 300 Hcc

nH = 100 Hcc

Z=0.1 solar

•no self-gravity
•no star formation or 
feedback

ISM Simulations

provide •CO abundance as function of Z & N 
& only them!!

•only for UV=1
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Fig. 3.— X-factor vs H2 column density on ∼ 60 pc scales as a function of metallicity and UV flux. (Top row) model predictions of
the X-factor assuming a constant line width (∆v = 3 km s−1), (bottom row) analogous predictions assuming a virial line width scaling
(∆v ∝ Σ1/2), see §2.3. (Left column) the X-factor calculation uses the tabulated H2 fractions of Glover & Mac Low (2011). (Right
column) the X-factor derived using H2 fraction computed via the photo-chemical network within the simulation. The curves correspond
to 12 cosmological simulations with constrained ISM properties. The UV radiation field varies between UMW = 0.1 (dot-dashed lines),
UMW = 1 (solid lines), and UMW = 100 (dashed lines). The metallicity varies (from bottom to top; see legend) between Z = 3Z", Z = Z",
Z = 0.3Z", Z = 0.1Z", and Z = 0.03Z". Each curve connects the median XCO for a given H2 column density. The 16th and 84th
percentiles of the XCO distribution for UMW = 1 is shown by the gray shaded areas. The galactic X-factor XCO,MW = 2×1020 K−1 cm−2

km−1 is indicated by a solid horizontal line. Circles with error bars show results for the Perseus and Ophiuchus clouds in the Milky Way
and should be compared with the Z ∼ Z" lines (Heiderman et al. 2010; their Table 5).

Heiderman+10

•metallicity dependence strong

•UV dependence only secondary role

• increase of XCO for low and high NH2

• for cells of ~60 pc (~GMC size)
consistent with observations of 
MW GMCs

•under MW conditions:
XCO ~ 2×1020 K-1 cm -2 km -1 s
for wide range of H2 column 
densities
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Fig. 4.— Rescaled X-factor vs rescaled H2 column density (left column) and rescaled CO intensity (right column) on ∼ 60 pc scales as a
function of metallicity and UV flux. (Top row) model predictions of the X-factor assuming a constant line width (∆v = 3 km s−1), (bottom
row) analogous predictions assuming a virial line width scaling (∆v ∝ Σ1/2). Symbols are as in Fig. 3. The rescaling of the X-factor, H2
column density and CO intensity with a metallicity dependent factor removes most of the explicit metallicity dependence. The solid red
line shows empirical fitting relations between the rescaled quantities. They approach power-laws at low and high H2 column densities and
CO intensities, respectively, see (15, 16).
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Fig. 4.— Rescaled X-factor vs rescaled H2 column density (left column) and rescaled CO intensity (right column) on ∼ 60 pc scales as a
function of metallicity and UV flux. (Top row) model predictions of the X-factor assuming a constant line width (∆v = 3 km s−1), (bottom
row) analogous predictions assuming a virial line width scaling (∆v ∝ Σ1/2). Symbols are as in Fig. 3. The rescaling of the X-factor, H2
column density and CO intensity with a metallicity dependent factor removes most of the explicit metallicity dependence. The solid red
line shows empirical fitting relations between the rescaled quantities. They approach power-laws at low and high H2 column densities and
CO intensities, respectively, see (15, 16).
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of XCO with NH2 . This trend is consistent with a CO
line width that scales as ∆v ∝ Σ1/2, although the data
does not exclude a somewhat steeper scaling.

Figure 3 also shows the predicted scatter of the X-
factor at fixed H2 column density. This scatter arises
due to the degeneracy between gas density and H2 frac-
tion that result in the same H2 column density, but which
lead to different predictions for xCO, see (9). This scatter
should be treated as a lower limit on the actual scatter
on such scales. The scatter increases towards lower H2
column densities and varies, for Milky-Way like ISM con-
ditions, between 0.3 dex at NH2 ∼ 2×1021 cm−2, 0.2 dex
at NH2 ∼ 3×1021 cm−2, and < 0.1 dex at NH2 ! 5×1021

cm−2. This relatively small lower limit (" 0.3 dex) on
the scatter of the X-factor is also consistent with the no-
tion of a nearly constant X-factor among galactic GMCs.

Finally, comparing the left with the right column of
Fig. 3 we can check how the X-factor predictions depend
on the chosen H2 modeling. The left column uses the
tabulated H2 fractions of Glover & Mac Low (2011) and
ignores any changes with UV radiation field, while in
the right column the H2 fractions and column densities
are computed self-consistently with the photo-chemical
network in ART.

Differences in the H2 modeling lead to shifts along the
45 degree line since both XCO and NH2 depend on the H2
fraction. Specifically, we find shifts of ∼ 0.2 dex when we
use the H2 fractions based on Glover & Mac Low (2011)
instead of using the values predicted self-consistently by
ART. In the remainder of this paper we will show results
based on the latter approach. However, we checked that
none of our results change qualitatively when we use the
tabulated H2 fractions of Glover & Mac Low (2011).

3.2. A parametrization of the X-factor model
The dependence of XCO on H2 column density as well

as on WCO can be captured relatively accurately (< 20%,
except at low metallicities and high UV fields) by sim-
ple fitting formulae. In fact, an appropriate rescaling of
XCO, NH2 and WCO with metallicity removes most of the
trends shown in Fig. 3 and results in a simple one-to-one
relationship between the rescaled variables.

In Fig. 4 we show the relationship between the rescaled
variables and our empirical fitting functions. The latter
are given by

X ′
CO = (1 + e−N ′

H2/N ′
H2

)5.5(1 + e−1/N ′
H2N ′

H2
)0.91,

X ′
CO = (1 + e−W ′

CO/W ′
CO)0.78(1 + e−1/W ′

COW ′
CO)11.5,

(15)

in case of a constant line width ∆v (top panels of Fig. 4),
where X ′

CO = (Z/Z#)0.76XCO / 6.0 × 1019 cm−2 K−1

km−1 s, N ′
H2

= (Z/Z#)0.79NH2 / 2.5 × 1021 cm−2, and
W ′

CO = (Z/Z#)0.03WCO / 75 K km s−1.
In case of a virial scaling of the CO line width (bottom

panels of Fig. 4) the corresponding fitting functions are

X ′
CO = (1 + e−N ′

H2/N ′
H2

)5.5(1 + e−1/N ′
H2N ′

H2
)0.445,

X ′
CO = (1 + e−W ′

CO/W ′
CO)0.78(1 + e−1/W ′

COW ′
CO)0.88,

(16)

with X ′
CO = (Z/Z#)0.45XCO / 1.1×1020 cm−2 K−1 km−1

s (in the first equation), X ′
CO = (Z/Z#)0.45XCO / 1.25×

1020 cm−2 K−1 km−1 s (in the second equation),
N ′

H2
= (Z/Z#)0.85NH2 / 2.2 × 1021 cm−2, and W ′

CO =
(Z/Z#)0.4WCO / 30 K km s−1.

In the regime W ′
CO $ 1 or W ′

CO % 1 the rela-
tion between X ′

CO and W ′
CO is a power-law. Conse-

quently, XCO is a power-law function of WCO and Z,
e.g., XCO ∝ W−0.78

CO Z−0.76 for WCO $ 30 K km s−1.
Analogous statements hold for the H2 column density.

While these power-law approximations may be use-
ful under certain circumstances, they do not say much
about the overall scaling of the X-factor with metallicity
for an ensemble of molecular clouds from different en-
vironments. For that we need to integrate over the H2
column density distribution (or the distribution of CO
intensities) which itself may depend on metallicity. We
will discuss this issue in more detail in the next section.

The parametrization of the relation between XCO and
NH2 , given in (15, 16), makes it straightforward to in-
clude our XCO model in numerical simulations without
the full modeling described in section 2.1. Of course,
these simulations still need a model for molecular hydro-
gen and they need to reach the required spatial resolu-
tion (∼ 60 pc). In contrast, the relation between XCO
and WCO may be used to convert observed CO intensi-
ties into actual H2 column densities. We stress that this
requires that the spatial resolution of the observations
reaches ∼ 60 pc.

The fitting formulae do not include a rescaling with
the interstellar radiation field. However, as can be seen
from Fig. 4, the impact of the UV field is relatively small,
except in cases where the metallicity is low (Z " 0.1Z#)
and the UV field strong (UMW ! 100).

3.3. Scaling with metallicity
In Fig. 5 we show how the X-factor scales with metal-

licity and UV radiation field on ∼ 60 pc scales. A clear
prediction of our model is that XCO increases with de-
creasing metallicity in the range Z ∼ 0.1 − 3Z#. Our
predictions are in agreement with observations of the
X-factor based on infrared (IR) dust emission by Leroy
et al. (2011). While at Z ∼ 0.1Z# the median X-factor
lies somewhat below the observations, the 16th-84th per-
centiles of the predicted X-factor distribution cover the
Leroy et al. (2011) results. Note that Leroy et al. (2011)
employ a 3 − σ sensitivity cut in their CO maps, which
corresponds to WCO ≥ 1 km s−1 (M31, M33, LMC) and
WCO ≥ 0.25 km s−1 (SMC).

Our X-factor model is also in general agreement with
estimates based on virial masses from high resolution
CO maps by Bolatto et al. (2008). However, quite a
few objects in the latter study, but also some objects in
the survey by Leroy et al. (2011), have X-factors that
are too high or too low, respectively, for their metallic-
ity, i.e., compared with our model predictions (assuming
UMW = 1), even after taking the large measurement er-
rors into account. One possible explanation based on
our model is that at a given metallicity the X-factor is
lower (higher) if the interstellar radiation field is larger
(smaller). A possible, and in principle testable, interpre-
tation is therefore that the “outlier” GMCs in the Leroy
et al. (2011) study are subject to a UV field that differs
from the UV field in the local neighborhood. In addi-
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Fig. 6.— Probability distribution function of the H2 column density on ∼ 60 pc scales for simulations of varying metallicity and radiation
field (see legend). The solid black curves show the actual H2 column density distributions measured in the simulation. The dot-dashed blue
line shows the H2 column density distribution inferred from converting the CO emission (as predicted by the X-factor model and assuming
a virial scaling of the CO line width) into NH2 using XCO,MW = 2 × 1020 K−1 cm−2 km−1 s. The dotted red line shows the analogous,
inferred H2 distribution using the X-factor model with constant CO line width (∆v = 3 km s−1). The increase of XCO with NH2 biases
the inferred H2 column density compared to the true H2 column density if a constant MW-like X-factor is assumed. This results in a
narrowing of the pdf of the inferred H2 column density and leads to a peak near NH2 ≈ 1022 cm−2.

if the cloud mass is measured within an aperture of fixed
size (and not within a fixed AV contour). It is thus con-
ceivable that the “constancy of the mean surface density”
is simply a matter of the identification method12 of the
molecular cloud and its characteristic properties.

Hence, surveys that either do not properly resolve the
clouds or measure masses at a fixed physical scale should
find large scatter in the mean surface densities. Since we
measure the surface densities on a fixed ∼ 60 pc scale we
indeed expect to see are rather broad distribution of H2
surface densities.

4. SPATIAL AVERAGING AND THE X-FACTOR ON
GALACTIC SCALES

Many extragalactic surveys use 12CO observations to
infer spatially averaged H2 column densities on ∼ kpc

12 Clouds in the MW have all rather similar metallicities and a
fixed extinction threshold thus corresponds to a fixed threshold of
the local surface density. Therefore, if molecular clouds had an ap-
proximatively self-similar (fractal) structure (Elmegreen & Falgar-
one 1996) or similar column density distributions (cf., Ballesteros-
Paredes et al. 2011), then the mean surface density should scale
with the local surface density of a given contour. This does not
necessarily mean that the surface density of the entire region that
is molecular is the same for each cloud.

patches of galaxies or even for galaxies as a whole (e.g.,
Kennicutt 1998; Bigiel et al. 2008). In most cases a sin-
gle, constant conversion factor is assumed. In section
§3.3 we demonstrated and discussed the dependence of
the conversion factor on metallicity and interstellar ra-
diation field on GMC scales. We now discuss these de-
pendences on larger averaging scales. A related question
that we want to address is by how much the X-factor
can vary around its most typical value. Such variation
arise from (1) the change of XCO with NH2 , and (2) the
scatter of XCO at fixed NH2 due to the degeneracy with
H2 fraction and total gas column density, see §3.1.

We compute the X-factor on large scales as the aver-
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Fig. 6.— Probability distribution function of the H2 column density on ∼ 60 pc scales for simulations of varying metallicity and radiation
field (see legend). The solid black curves show the actual H2 column density distributions measured in the simulation. The dot-dashed blue
line shows the H2 column density distribution inferred from converting the CO emission (as predicted by the X-factor model and assuming
a virial scaling of the CO line width) into NH2 using XCO,MW = 2 × 1020 K−1 cm−2 km−1 s. The dotted red line shows the analogous,
inferred H2 distribution using the X-factor model with constant CO line width (∆v = 3 km s−1). The increase of XCO with NH2 biases
the inferred H2 column density compared to the true H2 column density if a constant MW-like X-factor is assumed. This results in a
narrowing of the pdf of the inferred H2 column density and leads to a peak near NH2 ≈ 1022 cm−2.

if the cloud mass is measured within an aperture of fixed
size (and not within a fixed AV contour). It is thus con-
ceivable that the “constancy of the mean surface density”
is simply a matter of the identification method12 of the
molecular cloud and its characteristic properties.

Hence, surveys that either do not properly resolve the
clouds or measure masses at a fixed physical scale should
find large scatter in the mean surface densities. Since we
measure the surface densities on a fixed ∼ 60 pc scale we
indeed expect to see are rather broad distribution of H2
surface densities.

4. SPATIAL AVERAGING AND THE X-FACTOR ON
GALACTIC SCALES

Many extragalactic surveys use 12CO observations to
infer spatially averaged H2 column densities on ∼ kpc

12 Clouds in the MW have all rather similar metallicities and a
fixed extinction threshold thus corresponds to a fixed threshold of
the local surface density. Therefore, if molecular clouds had an ap-
proximatively self-similar (fractal) structure (Elmegreen & Falgar-
one 1996) or similar column density distributions (cf., Ballesteros-
Paredes et al. 2011), then the mean surface density should scale
with the local surface density of a given contour. This does not
necessarily mean that the surface density of the entire region that
is molecular is the same for each cloud.

patches of galaxies or even for galaxies as a whole (e.g.,
Kennicutt 1998; Bigiel et al. 2008). In most cases a sin-
gle, constant conversion factor is assumed. In section
§3.3 we demonstrated and discussed the dependence of
the conversion factor on metallicity and interstellar ra-
diation field on GMC scales. We now discuss these de-
pendences on larger averaging scales. A related question
that we want to address is by how much the X-factor
can vary around its most typical value. Such variation
arise from (1) the change of XCO with NH2 , and (2) the
scatter of XCO at fixed NH2 due to the degeneracy with
H2 fraction and total gas column density, see §3.1.

We compute the X-factor on large scales as the aver-

12 Feldmann, Gnedin & Kravtsov

TABLE 1
The dependence of XCO on metallicity on scales of ∼ 60 pc

CO line width WCO limit UMW a1 a0 b2 b1 b0
3 km s−1 0.2 K km s−1 1 -0.84 20.52 0.08 -0.80 20.50
3 km s−1 0.2 K km s−1 100 -0.67 20.4 0.03 -0.66 20.40
3 km s−1 1 K km s−1 1 -0.77 20.42 0.09 -0.72 20.40
3 km s−1 1 K km s−1 100 -0.64 20.38 0.00 -0.64 20.38

virial scaling 0.2 K km s−1 1 -0.65 20.53 0.20 -0.54 20.48
virial scaling 0.2 K km s−1 100 -0.43 20.42 0.06 -0.39 20.41
virial scaling 1 K km s−1 1 -0.51 20.45 0.11 -0.45 20.43
virial scaling 1 K km s−1 100 -0.38 20.40 0.01 -0.38 20.40

Note. — The first three columns denote (1) the assumption about the scaling of the CO line width that enters our model, (2) the
minimum CO intensity of a resolution element in order not to be excluded from the XCO distribution, and (3) the normalized strength of
the interstellar radiation field. The next two columns are the parameters of a first order fit of the Z dependence of the median of the XCO
distribution, see (17), while the final three columns are the parameters of a 2nd order fit, see (18). The fitting parameters are calculated
using a least squares fit over the range 0.1Z" ≤ Z ≤ 3Z".

column density distributions.
To address this question we show in Fig. 6 the prob-

ability distribution function of NH2 on ∼ 60 pc scales
for simulations with different metallicities and UV field
strengths.

The solid black lines in each panel show the actual dis-
tribution of H2 column densities as measured in the sim-
ulations. A high radiation field affects the NH2 distribu-
tion function drastically. Low H2 columns are suppressed
and the peak of the distribution narrows and shifts to-
ward higher H2 column densities. The main driver of this
difference is the change in the H2 fraction of each cell,
while the total gas column density distribution is only
affected to a small degree by the change in the radiation
field. Note that, at large UMW, the transition between
fH2 = 0 and fH2 = 1 with total gas column density is
very sharp (Gnedin & Kravtsov 2011) due to the role
of dust in shielding the H2 from the impeding UV flux.
Hence, for UMW = 100, low H2 column densities (1021

cm−2 or less) are only found along lines of sight with
large total gas column densities.

The blue dot-dashed and red dotted lines in Fig. 6
show the inferred H2 column density, i.e., the ones de-
rived from the CO intensity with a constant conversion
factor XCO,MW. Specifically, for a Milky-Way like ISM
the inferred range11 of H2 column densities (∼ 0.2 dex
for a virial scaling, ∼ 0.05 dex for a constant CO line
width) is significantly smaller than the true width of the
H2 column density distribution (∼ 0.7 dex). The peak
position of the true H2 column density distribution is at
∼ 1.3× 1021 cm−2, while the inferred distributions peak
at ∼ 1 × 1022 cm−2.

The behavior is easy to understand. The inferred H2
column density Nobs

H2
is simply given as

Nobs
H2

= NH2XCO,MW/XCO.

Figure 3 shows that in the optically thick regime the X-
factor can be approximated as

XCO = XCO,MW

(
NH2

1022cm−2

)

11 Measured as HWHM/
p

2 ln(2), where HWHM is the distance
from the peak to half the maximum at higher column densities.

for a constant CO line width, and as

XCO = XCO,MW

(
NH2

1022cm−2

)1/2

when assuming a virial scaling of the line width. Conse-
quently the inferred H2 column density is

Nobs
H2

= 1022cm−2, and Nobs
H2

=
(
1022cm−2NH2

)1/2

for a constant line width and virial scaling of the line
width, respectively.

In the optical thin regime the X-factor raises steeply
(well above XCO,MW) with decreasing column density
and hence in general Nobs

H2
< NH2 . This effect is partic-

ularly visible in high UV, low metallicity environments
where the inferred (but not the actual!) H2 column den-
sity distribution has a significant tail towards low H2
column densities.

The bias that we describe above adds another com-
plication to the intense discussion of whether molecu-
lar clouds have a “constant mean surface density” (e.g.,
Kegel 1989; Scalo 1990; Vazquez-Semadeni et al. 1997;
Elmegreen 2002; Ballesteros-Paredes & Mac Low 2002;
Lombardi et al. 2010; Heiderman et al. 2010; Lada et al.
2010). Observations, that are not based on 12CO, and
hence do not suffer from the mentioned bias, demonstrate
that it is true in a weak sense, namely as the lack of a
strong correlation of the mean surface densities of clouds
with their sizes or masses, see Fig. 7. Yet, a stronger and
more controversial interpretation is that all clouds have
very similar mean surface densities. In fact, Lombardi
et al. (2010) find, based on extinction measurements of
a small sample of molecular clouds, that the mean sur-
face densities are constant with only ∼ 15% scatter if
the cloud areas are defined by a fixed extinction thresh-
old (but cf. Gutermuth et al. 2011). Using a similar
approach Heiderman et al. (2010) find that the scatter
is ∼ 30% if surface densities are measured above a fixed
extinction threshold of AV = 2.

How do these observations fit together with the result
shown in the top panel of Fig. 6, namely that of a rather
broad distribution of H2 column densities, or with the
observations of significant variations in observed GMC
surface densities shown in Fig. 7?

A hint to a possible solution is that the study of Lom-
bardi et al. (2010) finds an order of magnitude variation
in the enclosed mass (and consequently surface density)

12 Feldmann, Gnedin & Kravtsov

TABLE 1
The dependence of XCO on metallicity on scales of ∼ 60 pc

CO line width WCO limit UMW a1 a0 b2 b1 b0
3 km s−1 0.2 K km s−1 1 -0.84 20.52 0.08 -0.80 20.50
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virial scaling 1 K km s−1 100 -0.38 20.40 0.01 -0.38 20.40

Note. — The first three columns denote (1) the assumption about the scaling of the CO line width that enters our model, (2) the
minimum CO intensity of a resolution element in order not to be excluded from the XCO distribution, and (3) the normalized strength of
the interstellar radiation field. The next two columns are the parameters of a first order fit of the Z dependence of the median of the XCO
distribution, see (17), while the final three columns are the parameters of a 2nd order fit, see (18). The fitting parameters are calculated
using a least squares fit over the range 0.1Z" ≤ Z ≤ 3Z".
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“Forbidden” region in the molecular KS relation?
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Closing Remark: Bimodality in SF ?

Genzel et al. 2010

• two distinct relations? 
(Genzel, Tacconi)

• just a short phase during mergers 
(Teyssier, Bournaud)

• excitation effect of 3-2 CO, while 
in truth a 1.5 slope (Narayanan)

linear SF relation & CO emission 
driven by SFR at fixed H2 surface 
density

Another possibility:

Note: 
any XCO(NH2) will collapse the 
bi-modality
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4. The dependence of the X-factor on column den-
sity is also relevant for the proper interpretion of
recently reported (Liu et al. 2011) steep slopes in
the ΣH2−ΣSFR relation. We find that a model that
is based on a simple physical density threshold can
be tuned to fit the observations on kpc scales, but
is not able to predict the increase of slope with de-
creasing scale.

5. We show that the slightly super-linear slope of the
observed ΣH2−ΣSFR relation at high surface densi-
ties is well explained by systematic changes of XCO
with surface density and (for high redshift samples)
by metallicity, see Fig. 4. In fact, we argue that (1)
the underlying ΣH2 − ΣSFR relation is consistent
with being linear over 3 orders of magnitude, con-
stant in redshift and with the same gas depletion
time (∼ 1 − 2 Gyr) as observed in nearby galax-
ies (e.g. Bigiel et al. 2011, Schruba et al. 2011),
and (2) star formation on ∼ 60 pc scales has to
scale linearly with H2 mass and with the same gas
depletion time scale.

Our last result requires some additional discussion,
given that it argues against the rather common idea of a
decrease in gas-depletion time at high surface densities,
e.g., due to external pressure on molecular clouds (TBD-
REF). One possible objection is that many star forming
regions in the Milky Way are found to have gas depletion
times of a few hundred Myr (e.g. Evans 2009, Heider-
man et al. TBD). If true, most of the molecular gas
in a galaxy (∼ 90%) cannot be part of these star form-
ing regions, because the gas depletion time on kpc scales
are much larger. Consequently, star forming regions are
highly biased with respect to the H2 distribution and,
even though they may have sizes that correspond to the
smallest scales in our model, the gas depletion time scale
within such a region may not correspond to the typical
gas depletion time scale within a random box of ∼ 60 pc.

Also if gas depletion times really decrease with sur-
face density, then galaxies with global surface densities
that exceed the typical column densities of star forming
regions in the MW should also have very short gas de-
pletion times. This is indeed what our non-linear model
predicts, i.e. galaxies with large surface densities should
form stars vigorously, see Fig. 4. However, these pre-
dictions seem to be inconsistent with the observations of
such galaxies (Daddi et al 2010, Genzel et al. 2010, Tac-
coni et al. 2010). It has been argued that a systematic
change in the CO excitation temperature with surface
density may be responsible for the observed flatter slope
(Narayanan et al. 2011a). The effect is predicted to be
important for the J = 3 → 2 transition, but only modest
for the J = 2 → 1 transition. Unfortunately, the num-
ber of spatially resolved CO observations, especially in
the J = 2 → 1 line, of star forming galaxies at high z is
currently limited. Judged by eye, the 4 BzK objects that
were resolved in the J = 2 → 1, do not seem to populate
a different relation than the data that is based on the
J = 3 → 2. Their positions in the ΣH2 − ΣSFR relation
also agree well to our predictions based on a purely linear
star formation – molecular gas relation, but lie clearly be-
low the predicted positions for a non linear relation with
slope 1.5. Future surveys of molecular gas in high red-
shift galaxies, e.g., with the new ALMA telescope, will

hopefully decide this question very soon.
What about SMG galaxies at z ∼ 2−3 and (U)LIRGS

in the local universe? It has been argued that these
galaxies have a XCO factor that is smaller than the galac-
tic value, based on the observations of higher dust tem-
peratures in such objects (e.g., Solomon et al. TBD) or
that otherwise their baryonic masses would exceed their
dynamical masses (e.g. Tacconi et al. 2008). Taking the
lower X-factor into account such galaxies then lie above
the ΣH2 − ΣSFR relation, but again with a similar slope
only slightly above unity (Genzel et al. 2010). Hence, at
face value, one could speculate that the star formation
– molecular gas relation in these galaxies could also be
purely linear, merely with a different normalization, and
that the slight super-linearity is due to the same reason
as for the more typical star forming galaxies at high z.

In fact, the observation that SMGs and normally star
forming galaxies lie approximatively in the same region
of the CO-based ΣH2 − ΣSFR relation once the same X-
factor XG is used for both should serve as a warning. In
fact, what if the CO emission from these high redshift
galaxies is proportional to the SFR at fixed H2 column
density. Such an assumption is not completely implausi-
ble. Higher ΣSFR at fixed ΣH2 should lead to more energy
and momentum input into the ISM due to a supernovae
or stellar winds (TBD-REF) and may increase the tur-
bulence pressure in the ISM (@NICK: any references?).
This should increase the CO line width and hence the
observed WCO emission.

Let us explore the consequences of WCO = αΣSFR|ΣH2
,

where α is a constant of proportionality, which could
in principle vary with ΣH2 . For simplicity let us ignore
that XCO increases at large ΣH2 (which only steepens
the slope from linear to ∼ 1.2). Instead, let us assign
to each galaxy population (e.g., BzKs, SMGs, ULIRGs
etc.) an H2 surface density independent, but population
dependent, X-factor XCO.

We can now write a linear ΣH2 − ΣSFR relation as
ΣSFR = α−1ΣH2/XCO. Now, if we use XG to convert
CO emission to H2 surface density, any galaxy (indepen-
dent of its actual X-factor) is observed to lie on the same
linear ΣH2 − ΣSFR relation! The simple reason is that
Σobs

H2
= ΣH2XG/XCO = ΣSFRαXG, and αXG does not

depend on the galaxy population.
In other words there is no need to postulate two sep-

arate ΣH2 − ΣSFR relations, one for mergers and one for
normal galaxies. Instead, if the actual ΣH2 − ΣSFR re-
lation is linear and the CO emission scales with SFR at
fixed ΣH2 , galaxies with any(!) offsets from the actual
ΣH2 − ΣSFR relation will fall on the same observed rela-
tion as long as the same X-factor XG is used to convert
CO emission into H2 surface densities. Of course, if the
galaxy sample is split into two groups and a different
X-factor XG,1, XG,2 is used for each, then one would er-
roneously assign the two groups to two clearly separate
ΣH2 − ΣSFR relations.

TBD - some final smoothing blurb; future outlook
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4. The dependence of the X-factor on column den-
sity is also relevant for the proper interpretion of
recently reported (Liu et al. 2011) steep slopes in
the ΣH2−ΣSFR relation. We find that a model that
is based on a simple physical density threshold can
be tuned to fit the observations on kpc scales, but
is not able to predict the increase of slope with de-
creasing scale.

5. We show that the slightly super-linear slope of the
observed ΣH2−ΣSFR relation at high surface densi-
ties is well explained by systematic changes of XCO
with surface density and (for high redshift samples)
by metallicity, see Fig. 4. In fact, we argue that (1)
the underlying ΣH2 − ΣSFR relation is consistent
with being linear over 3 orders of magnitude, con-
stant in redshift and with the same gas depletion
time (∼ 1 − 2 Gyr) as observed in nearby galax-
ies (e.g. Bigiel et al. 2011, Schruba et al. 2011),
and (2) star formation on ∼ 60 pc scales has to
scale linearly with H2 mass and with the same gas
depletion time scale.

Our last result requires some additional discussion,
given that it argues against the rather common idea of a
decrease in gas-depletion time at high surface densities,
e.g., due to external pressure on molecular clouds (TBD-
REF). One possible objection is that many star forming
regions in the Milky Way are found to have gas depletion
times of a few hundred Myr (e.g. Evans 2009, Heider-
man et al. TBD). If true, most of the molecular gas
in a galaxy (∼ 90%) cannot be part of these star form-
ing regions, because the gas depletion time on kpc scales
are much larger. Consequently, star forming regions are
highly biased with respect to the H2 distribution and,
even though they may have sizes that correspond to the
smallest scales in our model, the gas depletion time scale
within such a region may not correspond to the typical
gas depletion time scale within a random box of ∼ 60 pc.

Also if gas depletion times really decrease with sur-
face density, then galaxies with global surface densities
that exceed the typical column densities of star forming
regions in the MW should also have very short gas de-
pletion times. This is indeed what our non-linear model
predicts, i.e. galaxies with large surface densities should
form stars vigorously, see Fig. 4. However, these pre-
dictions seem to be inconsistent with the observations of
such galaxies (Daddi et al 2010, Genzel et al. 2010, Tac-
coni et al. 2010). It has been argued that a systematic
change in the CO excitation temperature with surface
density may be responsible for the observed flatter slope
(Narayanan et al. 2011a). The effect is predicted to be
important for the J = 3 → 2 transition, but only modest
for the J = 2 → 1 transition. Unfortunately, the num-
ber of spatially resolved CO observations, especially in
the J = 2 → 1 line, of star forming galaxies at high z is
currently limited. Judged by eye, the 4 BzK objects that
were resolved in the J = 2 → 1, do not seem to populate
a different relation than the data that is based on the
J = 3 → 2. Their positions in the ΣH2 − ΣSFR relation
also agree well to our predictions based on a purely linear
star formation – molecular gas relation, but lie clearly be-
low the predicted positions for a non linear relation with
slope 1.5. Future surveys of molecular gas in high red-
shift galaxies, e.g., with the new ALMA telescope, will

hopefully decide this question very soon.
What about SMG galaxies at z ∼ 2−3 and (U)LIRGS
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observed
using XG

SFR > SFRexpected, WCO > WCO,expected, 
thus  X < XG,  ΣH2obs> ΣH2

Closing Remark: Bimodality in SF ?

Maybe we know less about the KS relation than we think!
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Summary

non-linear H2-based Schmidt law
=> slope & intercept of molecular KS relation 
depend on Z, UV

large scatter in molecular KS relation due to
time averaging property of SF tracer 
(& XCO effects)

XCO effects can narrow the observed 
surface density range of molecular clouds

XCO dependence on Z & surface density may explain 
slight super-linearity of molecular KS relation

1

2

3

4


